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Abstract

This thesis explores the structure of continuous degrees, an extension of
Turing degrees in the context of separable metrizable spaces. Using tools
from Effective Descriptive Set Theory and Computability, we investigate
some of their properties and applications to Borel functions between Polish
spaces. The techniques employed rely on deep results from both subjects,
with a central role played by the Shore-Slaman Join Theorem.

Effective Descriptive Set Theory is traditionally developed in the context
of separable metric spaces, we present here an alternative approach due
to Alain Louveau in the broader setting of second countable topological
spaces. This allows to extend the Shore-Slaman Join Theorem in the context
of separable metrizable spaces using the techniques presented by Vassilios
Gregoriades, Takayuki Kihara, and Keng Meng Ng in the paper Turing
degrees in Polish spaces and decomposability of Borel functions. As a by-
product, we present a characterization of E(l)—recursive functions between
these “effective” second countable topological spaces in the framework of
Computable Analysis, that is analogous to the classical characterization of
continuous functions.

We present two applications of the Shore-Slaman Join Theorem. The first
is a decomposability result for Borel functions, previously established by
Vassilios Gregoriades, Takayuki Kihara, and Keng Meng Ng in the paper
already cited. The second is an original work that builds on an argument of
Patrick Lutz presented in the paper The Solecki Dichotomy and the Posner-
Robinson theorem are almost equivalent, and provides a weak version of the
Solecki Dichotomy (with weak continuous reducibility instead of topologi-
cal embeddability) for functions from Polish spaces to separable metrizable
spaces. Moreover, under the Axiom of Determinacy, the same argument can
be extended to functions between separable metrizable spaces.
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Introduction

The objective of this thesis is to study applications of results from Com-
putability Theory, about Turing degrees, to (Effective) Descriptive Set The-
ory. The starting point of this work was thus the article [GKN21] where
the authors develop the theory of continuous degrees in the context of sepa-
rable metric spaces (previously introduced by [Mil04]). They generalize the
Shore-Slaman Join Theorem and apply it to get a decomposability result for
Borel functions.

However, we also have two other purposes. On the one hand, we define
the objects of Effective Descriptive Set Theory in a more general frame-
work than the usual one (as for example [Mos09]). We follow, indeed, the
approach presented in [Loul9] that allows to develop effectivity for second
countable spaces. On the other hand, we recast the notion of admissible
representation on second countable T spaces, which is the starting point of
Computable Analysis, in the effective framework of [Loul9]. In this way we
make explicit a characterization of X{-recursive functions that was implicitly
used in [GKN21].

To the best of my knowledge, most of the materials from [Loul9] were never
published (at least in the form presented in this work) and were originally
intended for a course. In this thesis, I present only a small selection of
the results from these notes, following the pdf file created by Yann Pequig-
not, Raphaél Carroy, and Kevin Fournier, rather than Louveau’s original
handwritten notes. Furthermore, I slightly modified some definitions and
theorems to adapt them to my goals. Hence, I take responsibility for any
possible errors or misunderstandings, and the reader should attribute them
to my stupidity or sloppiness. I give full credit to the original author for the
innovations and the insights in his handwritten notes. Finally, I would like
to take this opportunity to express my gratitude to Alain Louveau and the
authors of the pdf file. Without this material, this thesis would have been
much less interesting and less complete.

We require the reader to have some basic knowledge about Computability,
for example, the material found in [Coo04] or in [MP22] is more than suffi-
cient. In particular, we suppose that the reader is familiar with the concept
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of partial computable function on the natural numbers (and with its rela-
tivization to oracles). It could be useful to have some knowledge also in
classical Descriptive Set Theory, for us the main reference is [Kec95].

Structure of the thesis

e Chapter 1: In this chapter, we develop Effective Descriptive Set
Theory following unpublished notes of Alain Louveau [Loul9] in the
framework of basic spaces, that are an effective counterpart of second
countable spaces (Section 1.1.1). Then we define an effective coun-
terpart for separable metrizable spaces: the recursive spaces (Section
1.1.2). They are the main background objects for the thesis. In Sec-
tion 1.2 we introduce boldface and lightface pointclasses, with a focus
on parametrization systems and I'-recursive functions. Finally, in Sec-
tion 1.3 we briefly present the relativization of effective recursive spaces
that allows to work on separable metrizable spaces with the techniques
developed before.

e Chapter 2: In Section 2.1.2 we first introduce the approach of Com-
putable Analysis to characterize partial continuous functions in second
countable T( spaces and then show how to restate a similar charac-
terization for partial X0-recursive functions between Ty basic spaces.
Then in Section 2.1.3, we present some representations that are used
in Section 2.2.2. In Section 2.2 we first introduce the structure of con-
tinuous degrees and an extension of the Turing jump operator that
preserves such degree structure following the exposition in [GKN21]
(Section 2.2.1). Finally, we present a proof of the Shore-Slaman Join
Theorem (Section 2.2.2).

e Chapter 3: In this chapter we show how to apply the Shore-Slaman
Join Theorem to prove results on the decomposability of Borel func-
tions as proved in [GKN21] (in Section 3.1). Finally, in Section 3.2,
we briefly introduce the Solecki Dichotomy (Section 3.2.1) and explain
why it implies its weak version proved in [Lut23] (Section 3.2.2). Then,
in Section 3.2.3 we present our result in the context of Borel functions
between recursive spaces and explain how to extend it to functions
defined on Polish spaces.

Notation

We recall some notation that is used in the thesis. We denote with w the set
of natural numbers and with w“ the Baire space. Given s,t finite strings in
w<“ we denote with s”t their concatenation. With a slight abuse of notation,
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we use the same symbol for concatenate a finite string s € w<“ with an infinite
string x € w*: s”x. Moreover, when the concatenated string is made of only
one character (say n € w for example) we write n”s instead of (n)~s. Given
two infinite strings x,y € w“, the join x @ y is defined by:

x(m) if n=2m

(zoy)(n) = {y(m) ifn=2m+1

Similarly, given two sets of natural numbers A, B € w we define the join set
Ao B as {2n|ne A} u{2n+1|ne B}. We fix throughout the thesis an
effective enumeration of the finite strings in w<“ that we denote s = (8;)iew
defined as follows:

s:w—wY

ns(n)=s,=(((n)1)o,--- ((7)1)(n)-1)

where n is considered first as a pair ((n)g, (n)1) and then (n); is considered
as (n)o-tuple (using the effective coding for strings of fixed length). We
consider such a coding because it is bijective (and recursive in both direction)
and, moreover, it makes the following relations recursive (in the codes):
s<t,s<t s=t £(s)=kandi<{(s)As(i) =k Where {(s) is the
length of the string s and s < ¢ means that ¢ properly extends s, that is
IJnew(t tn=snl(t)>L(s)).

Accordingly to the notation used for the Arithmetical Hierarchy (see [Coo04,
Section 10.5]) we denote by AY(w) the set of recursive relations on w and by
»¥(w) the set of semirecursive relations (and their relativized-to-a version
are AV%(w) and ¥9%(w)). We will extend this hierarchy to recursive spaces
while maintaining the same notation. We denote partial functions by f :
X =Y. In particular, given a partial function f, we write f(x) | if f is
defined on z (i.e. if x € dom(f)) and f(x) 1 otherwise. The e-th partial
recursive function on the natural numbers w is denoted by @., and their
domains, that give an enumeration of all the semirecursive sets on w, are
denoted by W,. We use a similar convention for partial a-recursive functions
with domain in the product space w”: in this case, the functions are denoted
by o and the domains by W5,

viii



Chapter 1

Recursivity on Polish spaces,
lightface and boldface
hierarchies

This chapter covers the basics of the Effective Descriptive Set Theory (with
a focus on the lightface pointclasses and I'-recursive functions). We fol-
low unpublished notes of Alain Louveau [Loul9] and expand them with
some results from Moschovakis [Mos09]. The main difference between the
Moschovakis approach and the one of Louveau is that the first one works
with effectivization of (complete) separable metric spaces (called recursively
presented metric spaces) while Louveau’s approach involves an effectiviza-
tion of the topology and allows us to work with separable metrizable spaces.
Some definitions and results from [Loul9] are unpublished and originally
intended as material for a course. We recast all the results of the paper
[GKN21] and ours in this framework, because we believe it to be more nat-
ural when working with topological spaces.

1.1 Recursive spaces and recursively presented met-
ric spaces

Descriptive Set Theory mainly deals with separable metrizable spaces!!l and
Polish spaces, here we present effective counterparts to these concepts. Our
presentation is in the spirit of [Loul9], and, unless explicitly mentioned
otherwise, all notions and results come from that source, but with a different
organization.

[URecall that for metrizable spaces being separable is equivalent to being second count-
able.



1.1.1 Basic spaces

Definition 1.1. A basic space X is a pair (X, (V;)new) where X is a
second countable topological space, (V;,)new is an enumeration (possibly with
repetitions) of a countable basis of the topology of X 2], and moreover there
is a 3 relation R € w? such that:

reVypnV, < Ipew(xeV,AR(m,n,p))

As observed in [Val21], the condition for being a basic space can be stated
for finite intersection requiring that there is R* € ¥9(w<¥ x w) such that:

ze () V;\({i) < Jdpew(xe V;Y AR*(o,p))
i<l(o)

Although it seems stronger, it is equivalent. Indeed, it is sufficient to con-
sider as relation R*(0,p) = A; j<t(o) R(0(7),0(j),p). Therefore, we use in-
terchangeably both versions depending on what is most convenient.

Remark 1.2 (A remark on the notation for basic spaces). As we did in the
previous definition, we denote a topological space with X (or (X, 7x) when
we want to stress the topology) while for a basic space (X, (V,)new) we use
the calligraphic symbol X. This is because a basic space is a topological
space with a fixed enumeration of the basis (namely the one that makes it
basic) and we want to stress the difference between these two concepts.

Proposition 1.3 (Subspaces and products of basic spaces).
« Given a basic space X = (X, (V¥ )pew) and Y € X, then Y = (Y, (V.Y )new)

with respect to the subspace topology and V.Y = V¥ nY is a basic space
(as witnessed by the same relation R).

« Given basic spaces (Xo, (V) new), -+ (Xp-1, (VF ) pew), then X =
Hfz_ol X,; endowed with the product topology is a basic space, with
VX =1 V(Zn)z and the relation defined by

vm,n,q € w(R(m,n,q) < N R ((n)i, (m)i, (0)i)

i<k

o Given ((X;, (V) pew))icw sequence of basic spaces (witnessed respec-
tively by the relations R’ ¢ w?), if the relation S € w* defined as:

vp? m7 n? q E w(S(p7 m7 n? q) And Rp(”’ m7 Q))

is 9, then X =[], X; endowed with the product topology is a basic
space considering VnX = ]‘[id(sn) V;n(z.) X Hizz(sn) X;.

BIThe Vs are not necessarily not empty.



The previous proposition gives the possibility of considering substructures.
This is the main difference between basic spaces and recursively presented
metric spaces (based on enumerating countable dense sets).

Moreover, the space w is basic with the enumeration of the base given by
V¥ = {n}. This provides a canonical structure as basic space for each prod-
uct space X x w, with X = (X, (V:¥),e0) a basic space.

0 sets

We now introduce the “effective topology” for a basic space X.

Definition 1.4. A subset A of a basic space X is called {(X) (also said
effectively open in X) if there is a X0 set A* in w such that

reAeInew(zeVyAneA")

Note that the effectively open sets of the basic space w, by the definition
above, are exactly the E? sets as defined in computability, so our notation is
not ambiguous for this space (and the same remark applies for the product
spaces w").

Remark 1.5. By considering as A*, the empty set &, w, and the singletons
{n}, one gets immediately that for every basic space X, the empty set, X
itself, and each V¥ in the basis are all ¥(X) sets. Moreover, as for the
semirecursive sets in w, E? is closed under union, intersection, bounded
quantification and existential quantification over w (denoted by 3°).

Proposition 1.6 (Separation of variables). Given X, ) basic spaces, a
subset A € X x Y is X0 if and only if there is a B € %9(w?) such that:

(z,y) e A< Ip,gew(zeV,¥ Ay e VY AB(p,q))
and similarly for any finite product of basic spaces.

Theorem 1.7 (Universal Xy for open sets). Given X basic space, there is
a set G € 29(w” x X) such that

VU erxJdaewVre X(zeU < (a,z) € G)

where 7x is the topology of X.

We call a set G with this property universal for all open subsets of X. A
formal definition of universal set (in the more general context of pointclasses)
is given in subsection 1.2.3.

We observe that this result is stated in [Loul9, Theorem 3.3.1] for recursive
spaces (that we introduce in the next section), however the same argument
can be carried out in any basic space.

3



Proof. Notice that any open set U € 7x is the union of a subfamily of
the basis (V;¥)new, hence to any open set we can associate the function
oy :w — w that enumerates the indices n such that V¥ ¢ U. It may be that
no V¥ is empty, but we need the empty union to include also the empty set
@, hence we define G € X9 (w* x X) by:

(a,2) €G <= a(0)20ATpew(p>1azeVy(p)y)
In this way:
o if @(0) =0, then G, =@
o for any non empty open set we simply consider a = 1"y, and U = G,
O

Theorem 1.8 (Universal X0 set for effectively open sets). Given & basic
space, there is a set G € ©{(w x &) such that:

VU eX)(X)IecwVre X(zelU < (e,z) € Q)

Also in this case we call it universal for all ¥9(X).

Proof. The halting set H = {(4,5) | ¢i(j) |} is universal for all ¥9(w). We
define then:
G(e,x) < dpew(xe VpX AH(e,p))

Clearly G € ¥{(w x X), and by the universality of H and the definition of
effectively open it is universal for ¥9(X). O

¥{-recursive functions

Definition 1.9. Given X, Y basic spaces, a function f : X - Y is X{-
recursive if its diagram is X, that is:

Dy ={(z,n)| f(z) eV} e D)X x w)

In particular, if f: X — Y is ¥-recursive, then there exists a B € ©9(w?):

fx)eVY o Ipew(ze VpX A B(p,n))

We now recall some basic facts about X{-recursive functions that we use in
the thesis.



Proposition 1.10 (Closure under recursive substitution). Given X', ) basic
spaces, f: X » Y YV-recursive and A € X{())), then f~1[A] e Z9(X).

Proof. Given A € X{())) there is an A* € ¥{(w) such that
yeAe Incw(yeVy AneA®)
therefore, we get
zef'[A] e pew(f(z) e VY ApeA®) < Ipew(Ds(z,p) ApeA”)

and the last term is ¥{(X) because XY is closed under finite conjunctions.
O

Proposition 1.11 (Recursive function in product spaces). Given X, ) and
Xo, ..., X basic spaces:

1. f: X > Hi-“:o X; is X{-recursive if and only if its projections m; o f :
X — X; are YV-recursive

2. f:X - Y¥is X-recursive if and only if the function
g: X xw—>Y
(z,n) = g(z,n) =m0 f(x)
is recursive (recall that m, is the projection on the n-th factor).

Proof. The proof of both point is quite immediate, in particular:

1. It suffices to observe that the following equivalences hold

X.
mio f(x) eV, < Ing, ... N1, Mis1, ..., N €W
(f(x) eyt )
(RO M1, Mt 150,10 )
where (ng,...,m-1,ni41,...,nk) € w is the code corresponding to the
finite string (ng,...,ni-1,Ni+1,--.,nk) and

f(x) e VnHXi < mpo f(x) e V(/Z(;O A Ao f(x) € V()T?;k

2. It suffices to observe that
g(z,i)=miof(z) e VY o Ikew (f(z)e kaw A(sp) > i Asp(i) =n)
and

F(2) e VY o Wi < l(sn) (9(w,0) € VS 0

n(k))

Definition 1.12. Given X, ) basic spaces, f : X — ) is a recursive
isomorphism if it is ©{-recursive, bijective, and has X{-recursive inverse.

5



Recursively presented metric spaces are basic

Effective Descriptive Set Theory is often developed in the context of recur-
sively presented metric spaces (see for example [Mos09, Chapter 3]). The
more general approach of Louveau is coherent with such context, indeed for
any recursively presented metric space we can find a basis that makes is ba-
sic (and we’ll see that also other concepts introduced by Louveau fit them).
We fix once and for all (g;);c0w an effective enumeration of Q.

Definition 1.13. Let (X, d) be a separable metric space and r = (7;)e0 an
enumeration (possibly with repetitions) of a dense subset of X. We say that
r is a recursive presentation of X if the relations on w?

P(i,j,k) = d(ri, ;) < qk
Q(’Lv.]vk) ~ d(riarj) < qk

are recursive. The structure (X, d, r) is called recursively presented met-
ric space. If moreover (X,d) is complete, then (X,d,r) is called recur-
sively presented Polish space.

As observed in [Loul9], we remark that it would be more adequate to call the
recursively presented Polish spaces as recursively presented complete metric
spaces, as the complete distance is an explicit part of the structure.”

Example 1.14 (Examples of recursively presented Polish spaces). We present
here some useful examples of recursively presented Polish spaces.

e On w we consider the discrete metric, that is:

1 ifn+m

d(n,m) = {

0 ifn=m
as dense sequence we consider r = (7);e,. Hence:

P(iajvk)Qd(Ti,Tj)SQkQkalvi:j
Q(Zvjvk) <:d(ria?ﬂj)<q]g¢’qk>1vz.=j

are clearly recursive.

[B]Actually, the definition given in [Loul9] for recursively presented metric spaces is more
general as it consider, instead of the predicates P and @ (in Af(w?)), a predicate (on w*):

A(i, g, k, 1) < q < d(ri,75) < qr

and require it to be semirecursive. However, this doesn’t affect the results presented in
this thesis.



e On w* (and similarly on 2“) we consider the prefiz metric, that is:

1

d(a,B) = {2_

0 ifn=m

ifa+BAn=min{mew|a(m)*p(m)}

as dense sequence we consider an effective enumeration of all eventually-
zero sequences T = (s70% )¢, Where (8;)iey is the fixed enumeration of
w*¥. Then:
P(i,j, k) < d(ri,r;) < qp < Inecw(ri(n) #rj(n) A2 < qu)v
Vnew(g <27 = ri(n) = rj(n))
is recursive and similarly is Q.

e On [0,1] we consider the usual distance d(z,y) = |z — y| and as dense
sequence T = ¢' = (¢} )new an effective enumeration of Q*n[0,1]. Then:

P(i,j,k) < d(ri,r;) < @ < lgi — 4] < ar
is clearly recursive and similarly Q.

e On [0,1]* we consider the metric

d(e, B) = 3, 27" - Ja(n) - B(n)]

new

and as dense sequence we consider r with 7(n) = (77")e, such that

n

q! ) if 1 < l(sp)
ry = n
! @ if ¢ > 0(sp)

where ¢! is the effective enumeration of Q* n[0,1]. The proof that
([0,1]“,d,r) is a recursively presented Polish space because:

d(rs,rj) = . Z 2™ |Q;i(n) - Q;j(n)| +
n<min{¢(s;),l(s;)}

27" |dg,ny ~ 4ol +
min{£(s;),0(s;)}<n<l(s;)

27" |45,y — ol < ax
min{£(s;),0(s;)}<n<l(s;)

so P is recursive (and similarly is Q).

Given (X,d,r) recursively presented metric space, we can turn canonically
this space into a basic space, considering as elements of the basis:

Vo = B(r((n)0),4(n),) = {z € X | d(z,7((7)0)) <q(n), }

7



In other words, considering as countable basis for the topology of X an
enumeration of all balls centered at some (k) and with rational radius.
Moreover, if we define:

S(p,n) < d(r((p)o))r((n)0))) + 4(p), < 4(n),
R(m,n,p) < S(p,n) AS(p,m)

the relation R € ¥{(w?) witnesses that (X,V},) is basic.

Proof. We have to prove that Vx € X and Ym,new

zeVy,nVy < Ip(R(m,n,p) Az eVp)

= Given z € V,, N V,;, we have:

d(x,r((n)o)) <q(n), N d(.%’,?’((m)())) <4(m),

we can consider a sufficiently small [ € Q* such that B(x,2l) € V,nV,,,
then by density of = there exists i € w such that r; € B(x,l) hence we
have that p = (i, j) (where ¢; =) satisfies S(p,n) and S(p,m), indeed:

d(r((n)o), m(()o)) + 4@y, = d(r((n)o),r((p)o)) +1
<d(r((n)o),z) +d(z,r((p)o)) +1
<d(r((n)o),z) + 2l < qen),

where the last inequality is because B(x,2l) ¢ V.

< For the other direction, suppose that given m,n € w there is a p € w
x € V), with R(m,n,p). Then z € V;, n'V,, because

d(z,7((n)o)) < d(z,r((p)o)) +d(r((n)o),m((p)o))
<q(py, +d(r((n)o), 7((P)0)) < q(n),
where the last inequality holds because S(p,n). O

Remark 1.15. We should check, for each space (and especially for w, 2¥, w*,
[0,1] and [0,1]%), that the effective topology induced by considering them
as recursively presented metric spaces (with the recursive presentations con-
sidered) “is the same” as their effective topology obtained considering them
as basic spaces. More precisely, one can prove that the identity function
considered on the same space with the two different effective bases is a re-
cursive isomorphism.

This is relatively easy but tedious to prove and left to the reader. For this
reason, we do not distinguish between the two bases, and denote them am-
biguously with the calligraphic symbol as basic spaces X'. Moreover, for the
spaces w, 2, w®, [0,1] and [0, 1]¥, we don’t introduce a calligraphic symbol
because we consider them with only w.r.t. the basis that derives from the
recursive presentations considered above.
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Partial Z(l]—recursive functions

The framework of computable functions is usually developed for partial func-
tions. Since we are interested in comparing concepts from Effective Descrip-
tive Set Theory with those from Computable Analysis, we have to extend
the concept of Z?—recursivity to partial functions. In this section, we extend
the concepts introduced in [Mos09, Section 7A] in the more general setting
of basic spaces.

Definition 1.16 ([Mos09, Section 3G]). Given X, Y basic spaces, a partial
function f: X — Y is X{-recursive on D ¢ dom(f) if there exists a set
P e 29(X x w) such that

Vo e D(f(z) e V¥ < P(x,n))

If moreover D = dom(f) we say that f : X - ) is X{-recursive on its
domain.

Remark 1.17. We often don’t specify if the function is partial or not as
the arrow notation (— or —) classifies it unambiguously.

After the previous definition, we can define the e-th partial recursive function

(on its domain) XY from X to Y as the largest function induced by the

e-th ¥ subset of w?. That is:
dXY(z) |« 3ly e Y such that Yn(y e VY < Ipew(ze VI'DX AWe(n,p)))
®XY(x) = the unique y such that Vn(y e VY < Ipecw(ze V;)X/\We(n,p)))

For simplicity, we introduce the following notation to indicate basic spaces
that are finite cartesian products of w and/or w®.

Notation 1.18. We say that a basic space is of

o type 0 if it is of the form w” for some k € w
o type 1 if it is of the form w* x (w*)! for some k,I € w.

Theorem 1.19 ([Mos09, Theorem 7A.1}).

1. For all basic spaces X and Y, the partial function ®¥Y :wx X — ) is
Y¥-recursive on its domain.

2. For all basic spaces X and ), a partial function f : X = ) is 2(1)—
recursive on its domain if and only if there is an e € w such that
fcdXY that is:

f(@) V= f(z) = o7 (2)
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3. Given X space of type 0 and ), Z basic spaces, there is a recursive
function S%Y% : w x X - w such that

VeewVre XVye Y(<I>fxy’z(:c,y) = @g&fm)(y))

Proof. 1., 2. follows from the fact that W is an universal set for X9 sets in
w®. Indeed:

Ve e wVT € w*(W.(T) = H(e,T))

where H is the Halting set for k-ary computable functions, that is:
H={(e,T) e | e(T) ).

3. Given X = wF, we have:
XV (Z,y) |=z < Vn(z eVZ e Ipe w((Z,y) € V;?Xw A We(n,p)))
< Vn(z € Vnz < dpe¢ w(y € V&f)k A We(n,p)

AN (i = (p)z')))

i<k

< Vn(z eVZ o dgewipe w(y € V;]y A We(n,p)

AN(zi=(p)i)Ag= (p)k))

i<k
We define the function:

h(e.n.T.q) = 1 if 3pew(We(n,p) A Nick(xi = (p)i) Ag = (P)k)
T 0 otherwise

This function is computable because its graph is ¢ and hence ¢ r=h
for some f € w. By the S-m-n Theorem we consider the function
S2 i wh? - w, then:

Sosiﬂ(f,ej) (na Q) = QOf(e, n,, Q) = h(67 n,T, Q)

Therefore:

OV E(T,y) b=z e ¥n(z e Vi < gewly e VP AW (o (n,9)))

V.2 _
A (I)S,%H(fyei)(y) V=2

Since f is fixed the thesis follows. O

Theorem 1.20 (Kleene’s Recursion Theorem [Mos09, Therem 7A.2]). Given

X,Y basic spaces and f : wx X — Y recursive on its domain, then there
exists an € € w such that

Vae X (f(E2) ) = (f(ea) = 21 (@)
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Proof. We define the ¥0-recursive function on its domain:
grwxwxX =Y
(n,m, ) = @5V (S(n,n,m), )

where S : w x w? - w is given by Theorem 1.19 3. Therefore, by Theorem

1.19 2., there is a fixed e € w such that:

2)(
g(n,m, x) 4= g(n,m,x) = 87X (n,m,2) = 037 ()

Thus taking n = e we have that: 5V (S(e,e,m),z) = ¢§6ze,m)($)'

Finally, if f ¢ ®,, taking € = S(e,e,a) we have Ya € X such that f(é,z) |:

f(&,x) = 2 Y(6,2) = 827 (x) O

1.1.2 Recursively regular spaces and recursive spaces

We’ve introduced an effective counterpart to second countable topological
spaces (i.e.basic spaces), we now introduce the effective counterpart to
metrizable secound countable topological spaces. To this extent we intro-
duce two concepts, namely the recursively regular spaces and the recursive
spaces and, in the end, we show that they define the same class of spaces.

Definition 1.21. A basic space X = (X, (Vy,)new) is recursively regular
if there exist two XY relations S ¢ w? and T ¢ w? such that

1. forany jew: xeV; < Ji(x e V;AS5(4,7));
2. for any i,j € w such that S(4,7), if we consider the set
P i={xeX|VE(T(i,j,k)=>x¢V;)}
then V; € P, ; c V.
Notice that, uniformly in i and j, the complement of P, ; is ¥{(X) because

Pfj={a e X | 3k(T(i,j,k) nx e Vi)}

in particular, F; ; is what we will call, in the next section, effectively closed
set (or II{ set). Therefore, the conditions say, uniformly, that any set in the
basis is the effective union of other sets in the basis which can be separated
from it by effectively closed sets. We point that the third condition is an
effective analog of the notion of regularity for topological spaces (and indeed
it implies it).
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Definition 1.22. A basic space X is said:

e recursive if it is recursively isomorphic to a subspace of a recursively
presented metric space.

e Polish recursive if it is recursively isomorphic to a recursively pre-
sented Polish space.

Note that if X' is recursive, its topology is metrizable separable.

Recursive and recursively regular spaces are the same

We recall that a topological (X, 7x) space is Ty (or Kolmogorov) if every
pair of distinct points is topologically distinguishable. That is, if for any
pair of point x1,x2 € X with x1 # xo there exists U € 7x such that either
zreUnzo¢Uorz1¢UNnzoeU.

We observe that if X is a T basic space, in particular we get, for any pair of
points x1,x2 € X with x1 # 2, an n € w such that either x € VnX/\l‘Q ¢ VnX or
T ¢ VnX Ao € VnX . We now prove that, for T basic spaces, the two concepts
of recursive space and recursively regular space are equivalent. That is:

Theorem 1.23 ([Loul9, Theorem 2.4.4]). A basic space X is recursively
regular and Ty if and only if it is recursive.

Remark 1.24. This result is stated in [Loul9] without requiring that X is
Tg, however such assumption is necessary in the Left-to-right implication for
having that the function witnessing that X is recursive is injective. Maybe
it could be that X recursively regular implies that the space X is Ty, but
we weren’t able to prove or disprove it.

We follow the exposition in [Loul9] with some minor variations. Indeed, as
in [Loul9] we split the results in two part (one for each direction). The
right-to-left implication is quite easy and don’t require any particular pre-
requisites, while the other implication follows as corollary of a deeper result:
the Effective Urysohn Theorem. Actually the Effective Urysohn Theorem
will allow us to prove that every recursively regular space is recursively
isomorphic to a subspace of the recursively presented Polish space [0,1]%.
Theorem 1.23 and the effective Uryshohn Theorem 1.26 were established by
Louveau but have never been published.

Proof of Theorem 1.23 - Right-to-left implication.

The fact that X is T, is clear since any recursive space is metrizable (and
hence T5). To prove the recursive regularity, we split the proof in three
steps:
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If X is a recursively presented metric space: We consider X = (X, d,r)
as a basic space by considering as enumeration of the basis the one
given by

VnX = B(r((n)0)7Q(n)1) = {SL’ eX | d(:l?,’l"((n)o)) < Q(n)l}

again we define the Z? predicates:

S(m,n) < d(r((m)o)), r((n)o))) + 4(m), < dn),
R(m,n,p) < S(p,n) AS(p,m)

recall that we’ve already proved that such R witnesses that X’ is basic.
We define also:

T(m7n7 k) g S(mvn) A d(r((m)o)),r((k:)o))) > q(m); T 4(n)

Thanks to the conditions on the recursively presented metric spaces we
get T € X(w?). We claim that S and T witness that X is recursively
regular. Indeed:

1. given x € VnX , we consider € = ¢; > 0 small enough so that

d(z,m((n)o)) < qm), — 2¢

by the density of 7 there is a k € w such that r(k) € B(z,¢).
Therefore, if we set m = (k,l) then:

d(r((m)o),r((n)o)) < d(r((m)o),z) +d(z,r((n)o))

<Q(n); 26+ Q= G(n); — U = 9(n), ~ 9m):

and hence z € V¥ and S(m,n) holds.

2. We assume S(m,n) and consider
P = {z e X | YE(T(m,n, k) =z ¢ Vi¥)}

we have to show that V¥ ¢ Py, ,, € V¥

To prove the first inclusion, we assume, towards a contradiction,
that there is an x € Vn)f \ Py, . Then there is some k € w such
that z € V;* and T(m,n,k). The first condition implies that
V¥ n V¥ =@ but T(m,n, k) implies that V¥ nV;¥ = @, thus we
have a contradiction. 7

Now we prove the second inclusion, we observe that S(m,n) not
only implies that V¥ ¢ V¥  but also that the closed ball Vn)f =
{z € X | d(z,7((m)0)) < q(m),} is contained in V,¥. Thus, to
conclude it suffices to prove that P, , ¢ f/,f . We prove it by
contraposition: given x ¢ f/n‘f then it satisfies

d(l‘, T((m)o)) > 4(m);
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Ifx

Ifx

hence we consider k € w such that

d(z,7((m)o)) > qm), + 24k
and an [ € w such that r(l) € B(x,qi). Therefore = € V(fk) and
T(m,n,(l,k)) holds and hence z ¢ Py, ,,.

is a subset of a recursively regular space: Given Z recursively reg-
ular space and X € Z then we’ve already shown that we have a struc-
ture of basic space on it, as witnessed by the same relation R witnessing
that Z is basic. Similarly, the same relations S and T witness that X
is recursively regular.

is recursively isomorphic to a recursively regular space: Suppose
that ) is recursively regular with witnesses S and T, and ¢ : X - )

is a recursive isomorphism. In particular, there are A, B € X{(w?)
corresponding to the diagram of ¢ and its inverse, hence such that

p(x) € V,éy < Ip(ze V;,X A A(p,n))
¢ N (x) e V¥ < Ip(z € VY A B(p,n))
We define the XY relations
S¥(m,n) < 3k, l e w(A(m, k) A S(k,1) A B(l,n))
T (m,n,i) < 3k, 1,5 €w(A(m, k) A S(k,1) AB(l,n) AT(k,1,7) A A(4,5))

We claim that S* and T% witness that X is recursively regular. In-
deed:

1. We have
Im(z e V¥ A S (m,n)) < Im, k,1(z e V¥ AA(m, k) AS(k,1) AB(l,n))
< 3k, 1(p(x) e VY AS(k,1) A B(l,n))
(Y recursively regular)— < Jl(p(z) € Vly AB(l,n))
= =9 (p(2) e VY

2. We fix m,n € w such that S¥(m,n) holds and k,[ € w such that
A(m, k) A S(k,l) A B(l,n) holds. We have:

VX1 vY c Py c VY cplV¥]

where Py ={yeY | Vq(T(k,l,q) = y ¢ V;]y)}.
Now, let Pn)fm = {2z € X | Yi(T¥(m,n,i) = = ¢ V;¥)}, observe
that for any j € w the following holds

Ji(z e VY AA(G ) o) e VY ez ep ! [V)]
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and hence we get
35(T(k,1,5)ATi(z e ViYANAGLJ))) < @(x) ¢ Py = 2 ¢ o [ Pry]

the last equivalence is obvious, for the first one we explain both
directions for clarity:

= Towards a contradiction assume that ¢(z) € Py; and that
the left-term holds. Then, by the first condition:

(p(x) € Py AT (k,1,5)) = o(x) ¢ VY
but, for the second
Ji(z e Vi¥ A A®G,§)) = p(x) e VY

thus we reached a contradiction. 7
< Given ¢(x) ¢ Py, we have that 3j € w such that T'(k,l,5)
and ¢(z) € V; (because otherwise ¢(x) would be in Py ;).

Therefore, we get

P = k(l] {o [Pea] | A(m, k) A S(k,1) A B(1,n)}

indeed:

T € Pn/’};n = Vi(TX(m,n,i) =>q¢ VZX)
<= Vi(=T*(m,n,i) va¢ V)
< Vi(Vk,1,j(=A(m, k) v-S(k,l)v-B(l,n) v -T(k,l,j)
VoAG, 1) VT ¢ V)
< Yk, I((=A(m, k) v-S(k,l) v-B(l,n))
v Vi, (=T (k,1,§) v =A(i, ) v ¢ Vi)
< Yk, I((A(m, k) A S(k,1) A B(l,n)) = 2 € o ' [Py;])
We observe that:
o for any k,l € w such that A(m,k) A S(k,l) A B(l,n) holds we get
VX co V¥ e o [Pyy], thus V¥ c Py .
o for any m,n such that S*(m,n) holds, there are k,l € w satisfy-
ing A(m,k) A S(k,l) A B(l,n) and such that P,ffm c gp‘l[PkJ] c
e VeV

This concludes the proof because, given a recursive space X it is recursively
isomorphic to a subspace of a recursively presented metric space (that is
recursively regular by the first two steps). Hence it is recursively regular by
the last step. O
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Lemma 1.25 (Effective normality). Given a recursively regular space X,
then:

1. If P,Q e I9(X) are disjoint, then there are two disjoint sets P*,Q* €
»(X) such that P c P* and Q € Q*.

2. The property 1. holds uniformly, that is there are computable func-
tions ¢ : w? - w and ¥ : w? - w such that, if

P:X\{xeX|E|p(x€VpX/\p€Wn)}

Q:X\{a;eX]Elp(a:EVZDX/\pEWm)}
are disjoint, then

P Z{IL‘EX | Hp(l“i‘/f/\pewap(n,m))}

Q ={zeX|3Ip(ze V¥ Ape Wyinm))}

are disjoint and, moreover, satisfy P ¢ P* and Q € Q*.

Proof. 1. Since P,Q € TI{(X), then their complements are X! and hence
there are A, B € ©9(w) such that

a;¢P<:>EIp(erpX/\peA)
:UgéQ@Hp(erf/\peB)

we consider the relations S and T" witnessing that X recursively regular,
and define:

A'(q) = Ip(p e ArS(q.p))
B'(q) < 3p(pe BAS(q.p))

we notice that thanks to the properties of S

x¢P<:>3p(er;DX/\peA)
< pdq(z e V;¥ Ape AnS(q,p))
@Elq(xEVqX/\qul)
Moreover, since A’ € X{(w) there is a recursive A* ¢ w? such that
A'(q) < ImA*(q,m). Similarly we get the same property for @) and
define B*. Now we define:
z e P* < IpIm(z e V;“/ A B*(p,m)A
V{g,n) < {p,m)(A™(q,n) =
3i35(A(1) A S(q,1) AT (g 4,5) A e V)Y)))
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and

reQ" < Hpﬂm(x € Vf AA*(p,m)A
V{g,n) < {p,m)(B*(¢,n) =
3i35(B(i) A S(q,i) AT(q,4,5) Az e V}Y)))

by their definitions P*,Q* € X{(X). We claim that they verify the
thesis. In particular, P ¢ P* (and similarly @ ¢ Q*) because if x € P,
then x ¢ @, hence there is a p € w such that x € VpX and B'(p).
Therefore, for some q,m € w, x € V('IX, S(q,p) and B(q,m).

We now pick any (r,n) < (¢q,m) (actually this works for any (r,n)),
and suppose A*(r,n). Then for some i € w, A(i) and S(r,7) hold, so
V¥V and V¥ nP=g.

In particular, x ¢ V;X , 50 x ¢ P,; and hence there is some j € w such
that x € VjX and T'(r,i,7). This is exactly x € P*.

Finally, we need to prove that P* n Q* = @, towards a contradiction
suppose that there is a x € P* nQ*.

Then there are some p,m,q,n € w such that B*(p,m) and A*(q,n)
hold. Suppose that (g, n) < (p,m) (the case (p,m) < (¢g,n) is similar).
Then as before we get a pair i, j € w with S(q,7), T(q,i,7) and x € VjX.

But as S(q,7) and T'(q,1,j) imply VjX ﬂVqX = ¢, then we have x ¢ VqX,
a contradiction. Z

. The proof is basically the same of the previous point, the crucial point
is that the definitions of P* and Q* are uniform. Said W € w? the
universal set for w we define:

W'(n,p) < 3¢(W(n,q) A S(p,q))

Therefore, if A = W,, and B = W,,, (where A and B are as in the
previous point) then A’ = W, and B’ = W,,. Moreover, if we consider
a recursive W* ¢ w? such that W'(n,p) < 3IW*(n,p,l) then A* = W*
and B* =W . Now we define:
C*(x,n,m) < Ip3l(z € VpX AW (m,p,)A
V(r,s) <{(p,()(W*(n,r,s) =
3i3j(W (n,i) A S(r,i) AT(r,4,5) nz e Vi¥)))

and

D*(z,n,m) < EIpEIl(:z: € V;JX AW (n,p,1)A
3i3j(W(m,i) AS(r,i) AT(r,i,5) Az e V}¥)))
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in this way P* = Cy and Q* = D;; . Moreover, C*, D* € £9(X xw?)
and hence there are C, D € £9(w?) such that

C*(xz,n,m) < Ip(x € V;)X AC(n,m,p))
D*(z,n,m) < Ip(x € VPX A D(n,m,p))

Now consider the computable function

1 if C(n, m,p)

1 otherwise

h(n,m,p) = {

so h = ¢, and hence by the S-m-n Theorem we consider 521 twd s w

and hence:
QDS%(e,n,m) (p) = 906(77/7 m7p) = h(n,m,p)

2

In particular, WS21 Cm,n thus we define as ¢ : w” - w as

(e7n7m) =
@(m,n) = Si(e,n,m). Similarly we can define 1 : w? - w for D and
hence we get the thesis. O

We can iterate the process and, thanks to the uniformity of the construction,
we get the following:

Theorem 1.26 (Effective Urysohn Theorem). Given a recursively regular
space X, then:

1. If P,Q e TY(X) are disjoint, then there exists a X0-recursive function
f:X —[0,1] such that Vo € P(f(x)=0) and Yz e Q(f(x) =1).

2. In fact, there is a computable function 6 : w? - w such that for all
n,mew, if

P=X{zeX|Ip(zeV;¥ npeW,)}
Q:X\{xeX|EIp(x€V;)X/\peWm)}

then 0(n,m) is the code of a XY subset of w?, and if we let
Apm = {(:z,p) e X x w‘EIq (x € VqX A(p,q) € Wg(n’m))}

then there is a E?—recursive function fp, p : X — [0, 1], such that Ay =
Dy, .., Vo € P(fnm(z) =0) and Va € Q(frm(z) = 1).

Proof. 1. Let Uy =@ c Pp=PcU; = X\@Q ¢ P =X. We define

inductively, on the dyadic numbers r = k- 27", with k odd less than
2" and n > 1, a set U, € £9(X) and a set P, € II9(X), using the
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computable functions ¢, 1) : w? - w of the previous lemma, as follows:
suppose that P S U have been defined, define
27’L

on

Usar = (PQ%)* Paer = X\ (X 8 U%)*

on+1 on+1

thanks to the functions ¢ and % such construction can be done uni-
formly and hence the relations (in X xw?) 2 ¢ P and z € U, are 3.
2n 2n

Moreover, for r,r" dyadic with r <r’, U, € P, ¢ U,». Hence we define:

f:X—-10,1]
xsup{r|r=k-27"Akodd Ak<2"An>1Az¢U,}

We observe that:
o Vxe@Q=X\Ui(f(x)=1)
e Since P = Py ¢ U, for any such r, then Vx € P(f(x) =0)

e Moreover
k
f(x)>ql<:>3k,new(kodd /\2_>QI/\-T¢PL)
n an
k
f(x)<ql<:>3k,new(k:odd /\2—<ql/\eri)
n an

thus f: X — [0, 1] is recursive.

. This point follows form the previous in a similar way as we did in
Lemma 1.25, so we only sketch the proof: considered P = W, and
Q = Wy, we can define the sequences (P,,U,) for all the dyadic num-
bers 7 as before, and define a set A € ¥9(w? x X x w) such that if P
and @ are disjoint, A(n,m,,p) corresponds to the relation q(,), <
fnm(x) <qpy,, where fy , is the function defined in the point 1. Fi-
nally, applying the S-m-n Theorem in the same way as at the end of
Lemma 1.25 there is a 0 : w? — w such that:

A(n,m,z,p) < 3q(z € V;¥ AW?(0(n,m),p,q)) O

Corollary 1.27. Every recursively regular space is recursively isomorphic
to a subspace of the recursively presented Polish space [0,1]%.

Proof. Let h:w — w be a computable function enumerating the set {(p, q) |
S(p,q)}, we define

A(n,i) < T((h(n))o, (h(n))1,7)
B(n,i) < i=(h(n)):
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in this way, for a fixed n € w with h(n) = (p,q), the IIJ sets in X' defined,
respectively, by A, and B,, are
X~{zeX|Ji(ze V¥ AA(n,i))} =P,y
X {zeX|Ji(zeV;¥ AB(n,i))}=X V¥
Notice that these IIY sets are disjoint for any n € w (because P, , C VqX )
Moreover, since A, B € E(l](wz), by the S-m-n Theorem there are two com-
putable functions s4, sp : w — w such that
A(n,i) < W(sa(n),i)
B(n,z) ad W(SB(n)v Z)
By the Effective Urysohn Theorem 1.26, for each n € w with h(n) = (p, q) the

set W92(5A (n),55(n)) defines the diagram of a recursive function f, : & — [0,1]

which is 0 on P,, and 1 on X ~\ VqX . Moreover, by the uniformity of the
construction, since W? e E?(wg) and 0, s 4, sp are computable, the function
frwxX —[0,1] defined by f(n,z) = fu(x) is L-recursive. We now define:

1t X > [O, 1]w
z = i(2) = (fa())new

The function i: X — [0,1]% is 2(1)—recursive by Proposition 1.11, and, more-
over, is injectivel’. Indeed, given z1,z9 € X with xq1 # zo there exists an
l € w such that

(wlEWXAx2¢WX)V(x1¢I/ZXAx2€WX)

Suppose that the first case occurs (the other one is similar), then z; € VZX
implies that 3Ip(x € VPX A S(p,1)). Thus considered m € w such that h(m) =
(p,1), and the corresponding function f,, : X - [0,1] we have

e Vre P, (fm(r)=0),and hence fp,(x1)=0
o Yz e X \V¥(fu(z)=1), and hence f,(z2) =1

This implies that i(x1) # i(x2), and hence 7 is injective.

Finally, to conclude we have to prove that its inverse j : i[X] - X is X9-
recursive. In particular, we claim that for any 7 = (yn )new € [ X ]

i(@) € V;¥ < IpIn(S(p,q) Ah(n) = (p.q) Ayn < 1)

since the right term of the equivalence is ¥{ in [0,1]* x w, this equivalence
prove the recursivity of j: i[ X ] - X.

WIn [Loul9, Section 2.4.9] the proof of the injectivity of i : X — [0,1]* is omitted,
however this point is were we need the hypothesis of being Ty, indeed if the topology isn’t
able to distinguish two distinct points z1,22 € X, then i(x1) = i(z2).
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= if x = j(y) € VqX , then, since X’ recursively regular, there is a p € w
with S(p,q) and x € VI;X. But by our construction, there is an n € w
such that h(n) = (p,q) and the corresponding function f, : X — [0,1]
is 0 on P, 4, and hence on VpX, so that y, = fn(x) = fn(4(y)) = 0.

< given p,n € w satisfying h(n) = (p,q) and S(p,q), then f, : X — [0,1]
is1on X~ V;]X, s0 as Yn = fn(4(¥)) < 1, one must have j(y) € V;]X. O

Proof of Theorem 1.23 - Left-to-right implication.

Thanks to the previous corollary, we have that any recursively regular space
is recursively isomorphic to a subspace of [0,1]¥. Thus by definition, it is
recursive. O

We will work from now on mainly with recursive spaces and recursively
presented metric spaces, but thanks to Theorem 1.23, when useful we will
use the corresponding semirecursive relations R, S and 7' that make them
recursively regular when needed.

1.2 Topological and effective pointclasses

In this section, we define and prove the main properties of some collections
of sets called pointclasses. But what is exactly a pointclass? To answer
to this question we follow a similar approach to the one used in [CMM?22,
Section 3.

Definition 1.28. A topological pointclass (also called boldface point-
class) is a class-function I' which satisfies the following requirements:

e The domain of I' is the class of all topological spaces
o Given Z topological space, I'(Z) c P(Z).

e I' is closed by continuous substitutions, that is: if f: Z2 - W is
continuous and A € T(W), then f~'[A] e T'(2).

Since we are interested in their effective counterpart, now that we have the
class of ¥ sets and the X9-recursivity, we define also:

Definition 1.29. An effective pointclass (also called lightface point-
class) is a class-function I which satisfies the following requirements:

e The domain of I' is the class of all basic spaces

o Given Z basic space, I'(£) c P(Z).
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o T is closed by X{-recursive substitutions, that is: if f: Z - W is
Y0-recursive and A € I'(W), then f~1[A] e T'(2).

With a slight abuse of notation, given a topological pointclass I' and a set
A we write A el if A eT'(X) for some topological space X (and similarly
for the effective pointclasses). Moreover, to each pointclass we associate:

o the dual pointclass -I'={-A| AeT'}
o the ambiguous pointclass A(T') =I'n-I
o 3T ={394| AeTl'} where, for AC X xw:
zeA < Imew(A(z,m))
and V°T is defined similarly
o 3T ={3'A4| Ael'} where, for Ac X xw®:
red Ao Jacw(A(z,a))

and V'T is defined similarly.

An example of topological pointclass is the class-function Bor that associate
to each topological space (X,7x) the collection of all Borel subsets of X,
that is the smallest collection of subsets of X containing 7x and closed under
complements and countable unions.

From now on, for a generic boldface pointclass we use the boldsymbol T,
while for a generic lightface pointclass or for a property that is defined for
both we use the symbol I'.

1.2.1 The Borel and Projective hierarchies

Definition 1.30 (Borel Hierarchy). Let (X,7x) be a topological space.
The Borel hierarchy on X is defined by (simultaneous) induction on the
positive ordinals o < wy as follows:

»0(X)=7x ={A| A open} IY(X) ={A]A closed}
(X)) ={UAn|dne U O I(X)={N4du|dne U =f
new 1<B<a new 1<B<a

AL(X) = A(Z(X))

Definition 1.31 (Projective Hierarchy). Let (X, 7x) be a separable metriz-
able space. The Projective hierarchy on X is defined by (simultaneous)
induction on the natural numbers:

Di(X) =3 II(X xw?)  II(X) =-3)(X)
B (X) = I L (X xw) T, (X) = =%, (X)) AL(X) = A(Z,(X))
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We recall some classical properties of these pointclasses.

Proposition 1.32 ([Kec95, Propositions 22.1 and 37.1]). Given X metriz-
able space and a positive ordinal o < wy.

1L Im(X)=-320(X)
2. BOY(X) = U13a<w1 Eg(X) = U1§a<w1 Hg(X) = U1£a<w1 Ag(X)

3. Any Borel or projective pointclass is closed under continuous substitu-
tion (and hence is a topological pointclass), finite conjunction, finite
disjunction and bounded quantifications on w.

4. XY is closed under countable union, IT is closed under countable

intersections, and AY is closed under complements.

5. Any projective pointclass is closed countable union and countable in-
tersection.

6. X1 is closed under continuous images, and A}, is closed under comple-
ments.

Theorem 1.33 (Inclusion diagram [Kec95, Section 11.B]). Given X Polish
space we have:

2)(X) T(X) T(X)

2 < 2 < 2 <
A)(X) AY(X) AYX) - A(X) A3 (X)
< < < < < &

7 (X) II9(X) I} (X)

The part of the diagram regarding the Borel pointclasses holds also for any
metrizable space. Moreover, such inclusions are strict for uncountable spaces
(see [Kec95, Theorem 22.4]).

1.2.2 The Kleene’s hierarchy

We inductively define the Kleene’s pointclasses.

Definition 1.34 (Arithmetical Hierarchy). The pointclasses in the Arith-
metical Hierarchy are defined by (simultaneous) induction on the natural
numbers:
20 = effectively open sets II9 = -%9
0., =30 1m0, =-x0, AV-AED)

n+1 n+1
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Definition 1.35 (Analytical Hierarchy). The pointclasses in the Analytical
Hierarchy are defined by (simultaneous) induction on the natural numbers:
»i=3 1j=-%}
E%Hl = 311_[711 H711+1 = _‘Z%Hl A711 = A(E;L)

We refer to all pointclasses in the Arithmetical Hierarchy or in the Analytical
Hierarchy as the Kleene’s pointclasses.

Given a function « : w — w we can define the relativized-to-a lightface
hierarchies considering a-semirecursive sets instead of semirecursive sets on
w in the definition of the ©¢, and then define the whole hierarchy considering
the pointclass Z?’a as starting point. Given a lightface pointclass I' we
denote with I'* the relativized-to-a pointclass.

Proposition 1.36 ([Loul9, Propositions 3.2.2. and 3.2.4.]).

1. Any Kleene’s pointclass:

a) is closed under finite COIIIUCtiOHS, finite disjunctions and bounded
3] )
quantiﬁcations on w

(b) is closed under recursive substitutions (and hence is an effective
pointclass), fixing of integers arguments and recursive arguments.

2. 22 is closed under existential quantification on w 3°, H?L is closed under
universal quantification on w ¥°, and A? is closed under negation -.

3. X! is closed under existential quantification on w® 3!, TI! is closed
under universal quantification on w*” V!, and Al under negation -.
Moreover, all the analytical pointclasses are closed under existential
quantification on w 3° and universal quantification on w VY.

Theorem 1.37 (Inclusion diagram [Loul9, Theorem 3.2.3.]). Given X re-
cursive space we have:

29(X) 25(X) 21(X)
¢ < < <& & <
AY(X) AY(X) AZ(X) o Af(X) A3 (X)
< ¢ < < < <

() () I ()

Proof. We only prove that X{(X) ¢ %9(X), the other inclusions follow by
induction. We consider the semirecursive predicate S and T" witnessing that
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X is a recursively regular space, and Vi, j € w such that S(i,j) we consider
Pje 1Y such that ViX CP;c VjX. Therefore, given A € ¥9(X) with the
associated A* € ¥9(w):

$€A<=>E|p€w($€‘/;JXAA*(p))

< Ip,qew(x e PypnS(q,p) AA(p))
[ S —
=0(w?)

(the last equivalence holds by the properties of S). Observe that P, , €
I9(X) and that the other conditions are semirecursive, hence A € £9(X)
thanks to the closure properties under recursive substitutions and 3°. ]

1.2.3 Relativization and universal sets

From the definitions it is clear that:

Proposition 1.38. Given X recursive space and a Kleene’s pointclass I be-
tween E?L, Hg, Z% and H%, then said I" the corresponding boldface pointclass
we have that I'(X) ¢ T'(X) and for any a € w* I'*(X) c T'(X).

The previous result shows that for any Kleene’s pointclass Ugew T*(X) C
I'(X). Actually, we will see that the previous inclusion is an equality, that
is Ugewe [Y(X) =T'(X).

Definition 1.39. Given X and Y topological spaces and T" boldface point-
class, G ¢ X xY parametrizes I'(Y) if

VPCY(PeT « Jze X(P=G,))

where G, = {y € Y | G(x,y)} is called z-section of G. G is said universal
for T'(Y') if it parametrizes I'(Y") and, in addition, it is in T

We can give the same definition for lightface pointclasses and recursive
spaces.

Theorem 1.40 (Universal set for Kleene’s pointclasses [Loul9, Theorem 3.3.5.]).
Given X recursive space and a Kleene’s pointclass T' between X0 19, %1
and I}, then:

1. There is a set G € I'(w x X') which is universal for I'(X).

2. The relativized result also holds uniformly, that is: there is a set G €
I'(w* xw x X) such that for every a € w*” its section G, € I'*(w x X) is
universal for I'*(X).
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Proof. 1. We have already proven the result for X{ sets (Theorem 1.8).
To prove it for all selected lightface classes, it is enough to observe
that:

(a) If H cwx X is universal for I'(X'), then its complement G = -H
is universal for the dual class -I".

(b) If H € wx (w x X) is universal for I'(w x X'), then G defined by:
(n,z) e G <= Imew(n,(m,x)) e H

is universal for 3°T'(X)
(¢) Similarly, if H € w x (w* x X) is universal for I'(w* x X'), then G
defined by:
(n,z) e G <= Jaew’(n,(a,z)) e H
is universal for 3'T'(X)

2. The proof is identical considering the relativized halting set for the
case for ¥9(a) sets (the uniformity follows from the fact that the
relativized Kleene’s Enumeration Theorem can be proven uniformly
in the oracles). O

Using this result, we can consider a T-universal set G € I'(w* x X). In
particular, defining: .
G(e"a,z) < G(a,e, )

where G is the universal set given by the second point of the previous theo-
rem, we obtain such universal. Thanks to this we get: Upepw I'Y(X) = T'(X).

Theorem 1.41 (Existence of good universal sets [Loul9, Theorem 3.3.8.]).
Given X recursive space, and I" Kleene’s pointclass between E%, H%, E% and
11}, then:

1. there exists W' e T'(wx X), such that for any A € I'(wx X) there exists
an injective total recursive function f4:w - w:

VnewYz e X(A(n,z) < W (fa(n),z))

2. there exists W' e I'(w® x X), such that for any A € T'(w* x X) there
exists an injective total continuous function fa :w* — w®:

Vaew*Va e X(A(a,z) © W (fa(a),z))
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Proof. 1. Let G € I'(w x (w x X)) be the universal set for I'(w x X') of
Theorem 1.40, we define:

VnewVYz e X(WH(n,z) < G((n)o, ((n)1,x)))
Given A e'(w x X), then A = G, for some a € w, then:
A(n,z) = G(a, (n,2)) < W' ((a,n), )

hence the desired function is fa(n) = (a,n).

We finally observe that the set W' satisfying the thesis is actually
universal for I'(w“ x X'), indeed given B € I'(X") we consider A € I'(w x
X)) defined by A = {(n,x) | B(x)}, and apply the result to A.

2. Let G e I'(w® x (w” x X)) be the universal set for I'(w” x X) obtained
from the previous remark, we define:

VnewVzx e X(Wr(oz,x) < é((a)o, ((@)1,7)))

where ()g, ()1 : w¥ — w* are the continuous functions defined by « =
(a)o @ (). Now, given A € T'(w® x X), then A = Gy, for some o € w*,
then:

A(B,x) = G(a, (B,2)) & W' (a @ f,2)

hence the desired function is f4(8) = a ® 8. Again the universality
follows trivially. O

The sets W and W' are called good universal sets for T' and T (respec-
tively).

1.2.4 Parametrization systems

Definition 1.42. A parametrization system for a boldface pointclass
T is a class-function ¥ - GY ¢ w® x Y such that G¥ parametrizes T'(Y")
for every separable metrizable space Y. Similarly, an universal system is
defined by requiring also that G¥ e T'(w® x V).

Since Effective Descriptive Set Theory is usually developed for recursively
presented Polish spaces, the definition of parametrization system is usually
given for Polish spaces (see for example [GKN21, page 5]). However, since
we extended the framework to an effective equivalent of second countable
metrizable space we adapt it.
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Definition 1.43. A parametrization system (G¥)y is

« effectively good if for every X of type 0, and every separable metriz-
able space Y exists a recursive function S:w x X — w such that:

VeewVa e XVy e Y(GXY (e,z,y) < GY (S(e,z),y))

e good if for every X of type 1, and every separable metrizable space
Y exists a continuous function S : w* x X — w* such that:

Ve ew“Var e XVy e Y(GXY (e,2,y) & GY (S(e,x),y))

Again, one can give a similar definitions (as parametrization and universal
system) considering lightface pointclasses and recursive spaces.

The good universal sets W' and W' introduced in Theorem 1.41 correspond
to a good universal system for recursive spaces (we will see at the end of the
chapter how to extend the same result to all separable metrizable spaces).

Proposition 1.44. Given a recursive space ), and I' Kleene’s pointclass
between Eg, H?L, E% and H%, then:

1. for X of type 0, there exists an injective recursive function S : wxX — w
such that:

VeewVae e XVy e Y (WYY (e, z,y) < WHY(S(e, z),y))

2. for X of type 1, there exists an injective continuous function S : w® x
X — w" such that:

Veew Vo e XVy e Y(WHYY (e z,y) & WY (S(e,2),y))
Proof. 1. Suppose that X = w¥, we define A e I'(w x X) as:
VmewVe e X((m,z) e A< ((m)o, (m)1,..., (M), z) e WHY)

hence we consider the injective function f4 : w - w corresponding to
A given by Theorem 1.41. Hence:

(mo, ..., mp,z) e WO o ((mg,...,my),z) e A
< (fa((mo,...,my)), ) e WHY

that gives our function S.
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2. Suppose that X = w* x (w*)!, we define A € I'(w® x X) as:

Ymi.. mpaewVreX

((m;...” mia,z) € Ao ((a)o,ma,...,mp, (a)1,...,(a);,x) e WHTY)

as in the previous case, we consider the injective function f4 : w* - w®
given by Theorem 1.41 and hence:

(BOamla"'7mk7517"'7ﬁlax) € WF’XXy
= (mi..mpbo®---@®P,x)e A
< (fa(mi...mibo®-- @ f),x) e WD

Although we have built good universal sets, the property of being good or
effectively good for a parametrization system is more general. We will see
in the last section that we can create a good universal system for second
countable metrizable spaces that is not made of good universal sets.

1.2.5 TI'-measurable and ['-recursive functions

Of particular interest in Classical Descriptive Set Theory (and for our work)
are the Borel measurable functions. However, one can give a more general
definition to extend the same concept to boldface pointclasses.

Definition 1.45. Given a bolface pointclass I', and X, Y topological spaces
a function f: X - Y is I'-measurable if f~1[U] € T'(X) for any open set
UofY.

Similarly, we extend the concept of Z?—recursive function between recursive
spaces to other lightface pointclasses. Indeed, as the former was an effec-
tive refinement of the continuity the latter is an effective version of the
I'-measurability defined above.

Definition 1.46. Given X and )Y recursive spaces, and I' pointclass, a
function f: X — Y is [-recursive if its diagram is in I, that is:

Dy = {(e.n) | f(a) eV} e T(X xw)

Notice that, for a lightface pointclass I', the definition of I'-recursivity im-
plies that for each n € w f~}[V.Y] € I'(X) and hence, if the corresponding
boldface pointclass T' is closed under countable unions, a I'-recursive func-
tion is also I'-measurable. Moreover, in general there is no requirement on
the fact that I' is lightface.
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Theorem 1.47 (Dellacherie [Mos09, Lemma 3D.1]). Let I' be a point-
class that contains ¥V, closed under recursive substitutions (or continu-
ous substitutions if it is boldface), finite conjunctions, finite disjunctions,
bounded quantifications and 3°, then a function between recursive spaces
f X = Y is I-recursive if and only if for every P € X{(w x ), then
Ps={(n,z)| (n, f(z)) e P} eT(wxX).

Proof. = Having P € ©9(w x J) means that there exists a P* € ¥9(w?)
such that:

(m,y) e P < Inecw(yeVY A (m,n) e P")
therefore:

Pi(m,z) < Inew(f(z) e V¥ A (m,n) e P*)
el’

and hence Py e I'(w x X') by the closure properties required.
< It is immediate considering P = {(n,y) |y € V.Y'}. O
The requirements for the pointclasses in the previous theorem are satisfied by
the pointclasses X0, L Al TIL and their corresponding boldface versions.

Proposition 1.48 ([Mos09, Exercise 3D.22]). Given a topological point-
class I' as in the previous theorem but also closed under countable disjunc-
tions and a function between recursive spaces f: X — ), then

f:X =Y I'recursive < f: X - Y I'measurable

Proof. = Given U open in Y we have that U = U, Vujél.) for some func-

tion u : w¥ - w®. For every n € w
FV1={ze X | (z,n) € Dy} e T(X)
By the closure w.r.t. countable disjunction we have f~1[U] e T'(X).

< Given any P € ¥(w x Y), said P, the sections of P on the first coor-
dinate we have:

Pp={(n.z) | (n, f(z)) e P} = U{n} x ' [Pa])

new

that is in I" by the required closure properties, and hence we conclude
applying the previous theorem. O

Therefore, for the pointclasses 22, 2711, A,ll, and l'I?ll, the concepts of TI'-
recursivity and I'-measurability coincide.
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Lemma 1.49 ([Mos09, Exercise 3D.21]). Given X and ) recursive spaces
and a function f: X — ), then:

Jaew?(f: X >)Y Z?’a—recursive) < f:X =Y continuous

. 0 . . . . .
Proof. = Having f X,"*-recursive means that its diagram is semirecur-
sive:

Dy ={(z,n)| f(x) e VY} e 5](X x w)
In particular this implies that:
VY ={z e X | (2,n) e Dy} e D) (X)

therefore for any open U = Uje,, Vujgi) (where u : w — w enumerates the

basic open forming U) we have:
P (U)o
1EW 1EW

< The diagram of a continuous function is open, indeed:

Dy ={(z,n) | f(x) e VYy= U fH VY] x {n} e ZY(X x w)

new

As any open set is E(l)’a with respect to some « € w* we get the thesis.

O]

1.3 Effectivity on arbitrary second countable metriz-
able spaces

1.3.1 Relativized recursively regular spaces and recursive spaces

We now introduce the relativized version of the Louveau’s framework. We
don’t know if there are any other approaches similar to this, but, as shown
in the remaining of the section, this seems to be quite natural. Moreover, it
is coherent to the one used in [Mos09].

We recall from [Mos09, Section 3I] the definition of e-recursively presented
metric space:

Definition 1.50. Let (X, d) be a separable metric space and r = (7;) e, an
enumeration (possibly with repetitions) of a dense subset of X. For ¢ € w",
we say that r is a e-recursive presentation of X if the relations on w?

P(Zajak) = d(?"i,?"j) < gk
Q(’Lv]ak) Aad d(T‘Z',T’j) < gk
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are e-recursive. The structure (X, d,r) is called e-recursively presented
metric space. If moreover (X,d) is complete, then (X,d,r) is called e-
recursively presented Polish space.

Remark 1.51. It is clear that every separable metric space has an e-
recursive presentation, taking ¢ € w a sufficiently strong oracle to code the
relations P and () relative to a chosen dense set 7.

Following the proof in the first step of the right-to-left implication of Theo-
rem 1.23, one can check that given X e-recursively presented metric space
the predicate R witnessing that X is a basic space, and the predicates S and
T witnessing that X is recursively regular are in Z?’E.

Moreover, as in the third step of the same proof, the same remark holds for
spaces that are E?’E—recursively isomorphic to a subspace of an e-recursively
presented metric space.

This remark leads us to introduce the definitions of e-basic space, e-recursively
regular space and e-recursive space. The first two definitions are identical
to the unrelativized version but require that the relations R, S, and T are
in 2(1)’5. However the latter is:

Definition 1.52. For ¢ € w¥, an e-basic space X is said:

N T 0. . . .
e c-recursive if it is 3" -recursively isomorphic to a subspace of an
e-recursively presented metric space.

. . ey . 0 . . . .
« Polish e-recursive if it is ¥} “-recursively isomorphic to an e-recursively
presented Polish space.

Notice that requiring only that the space X" is recursively isomorphic to an
e-recursively presented metric space, is not a good way to extend the defini-
tion if we want to maintain the effective equivalent of Theorem 1.23. Indeed,
considering the proof from left-to-right of this theorem, any e-recursively reg-
ular space is E?’E-recursively isomorphic to a subspace of the Hilbert cube
[0,1]~.

We observe that all the results stated so far can be easily relativized and
extended to this framework. Moreover, in this way we can apply techniques
that involves effectivity to all separable metrizable spaces.

Indeed, given a second countable metrizable space X we can fix a compat-
ible metric d and a dense subset r, then for a suitable oracle € € w*, the
space (X,d,r) is an e-recursively presented metric space. Thus the basis
constituted by the open balls

Vit = B(r((n)0): 4(n),) = {x € X | d(z,7((1)0)) < d(ny, }
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makes it e-recursive and, as remarked before, respect to this basis the rela-
tions R, S and T defined as

S(m,n) < d(r((m)o)),r((n)o))) + d(m), < d(n)
R(m,n,p) < S(p,n) A S(p,m)
T(manvk) = S(man) A d(r((m)o)),r((k)g))) > d(m); T 4(n);

are e-semirecursive. In this way we’ve defined on Y the structure ) of
e-recursive and e-recursively regular space.

Remark 1.53. We observe that to build the structure of e-recursive space
for an arbitrary second countable metrizable space we have to use explic-
itly a metric and the e-recursive representation. Thus, it becomes natural
to consider the following question: is there another way to select explicitly
an adequate countable basis of a second countable metrizable space X that
makes it regular w.r.t. an oracle?

1.3.2 Good universal systems for arbitrary second coutable
metrizable spaces

A second countable metrizable space Y, as showed in the previous section,
has a structure of e-recursive spaces ).

Given an oracle a € w* we denote with WS'® the e-th € ® a-semirecursive
set of w (that is WS = {n ew | p®*(n) |}). Similarly as we have defined
the universal set in Theorem 1.40, we inductively define for each 29{8@‘3‘ a

parametrization system (H. SO)’E))O;’E):

Hé%)’s) ={(,e,y) €w’ xwxY |Ine W (y e VY)}
1

Hé%;? ={(a,e,y) ew xwxY |Jie wﬁHéﬁxy’E)(a,e,i,y)}

As for the case of Theorem 1.40, the a-section H. SO}’Z) parametrizes I ).

Moreover, the set G(Ejé’s) Cw¥ x Y defined as:
G (€ ayy) = Hy O (ae.y)

is ©2° and universal for »Y9(Y). We fix once and for all the two systems
defined above and when € or Y is understood from the context we will write
only Gyo and Hyy. For simplicity in the following, often we state results for
Y recursive space, but all of them can be restated for ) e-recursive space
(and hence for second countable metrizable spaces with an adequate oracle).
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Proposition 1.54. Given )Y recursive space, then for every n > 1:

1. given X of type 0, exists an injective recursive function S:wx X —» w
such that:

VeewVre XVye Y(Hgoxy(a, e,x,y) < H%)O (a,S(e,x),y))

In particular, the parametrization system (H%)0 )y is effectively good.

2. given X of type 1, exists an injective continuous function S : w“ x X —
w® such that:

X x
Veew*Vaoe XVye Y(ngy(s,x,y) < GJE}%(S(E, x),Yy))
In particular, the parametrization system (GJZ}O )y is good.

Proof. 1. Suppose that X = w¥, then we have:

H;]YOXy(av €, m??/) had (‘T07 <o 7xk—17y) € U VHXXy
1 neWg

< (20, ,TE1,Y) € U {(n)o} x - x{(n)g-1} x ‘/(%)k
neWg

@3nve‘(i/<>€xi:(n)iAyei/'(%)k)

we now define:

1 if Inecwne WEANicgxi=(n)iAm=(n)g)

0 otherwise

h(e,xo,...,xn,m):{

such function is a-computable because it graph is 2(1)’0‘, hence @?‘ =h
for some j € w and by the S-m-n Theorem there is an injective function
S such that:

(00, ) = D50 00,2 (M)

we observe that:

H%)(l)(a,S(j,e,l‘O,...,fEn),y) <> YE€ U VT%)
QHnEWS(Qmiz(n)i/\er&)k)

< H;(?Xy(a,e,:n,y)

The other equivalences follows by induction.
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2. This case is similar to the previous one and for simplicity we only
sketch the proof for X = w* x (w*)!, observe that:

Gg(l)xy(ef\g)Ev 7a y) ~ Hgg)xy(eﬂ 6755 7’ y)
xY —\ =
(,5(e,7),7,v)

w¥ ) x

= Fye U weY
newg(e,i)
@y e U Vi o x Ve < Vo,

newg(e@

we recall that:

it= 1 Vawx IT w= I1 {ss@}x [T w

i<Z(sk) iZf(sk) i<€(sk) iZf(sk)

hence:
GoY (e, 7 7,y) &

Im,new(n e W5,z A NSy, <vi)A(n)i=mAaye V.Y)
i<l

from here we can proceed as before using the S-m-n Theorem on a
ED Y ® -+ D y_1-computable function and complete the proof. ]
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Chapter 2

The Shore-Slaman Join
Theorem in recursive spaces

Classically, Computability Theory defines a notion of computability for func-
tions on the natural numbers f :w — w. Then extend it to functions on finite
strings [ : w<¥ — w*¥ using an effective coding as the one we have defined
in the introduction. However, the same approach cannot be used to induce
a notion of computability on uncountable object as the Baire space w®“. In-
deed, in this case, for cardinality reasons we cannot even use a bijection. In
the previous chapter we have followed the approach of Effective Descriptive
Set Theory to overcome this problem, but this is not the only way. In par-
ticular, there is the approach of Computable Analysis that starts from the
concept of Type-2 theory of effectivity to extend the notion of computability
to the Baire space w“ and then represent the points of topological spaces
using elements in w®. We see in the first section how these representations
can be used to give a notion of computability and continuity between T
basic spaces that, in the end, coincide with the ones introduced in the pre-
vious chapter. In the last section we introduce the continuous degrees and
present a proof of the Shore-Slaman Join Theorem.

2.1 Computability in T basic spaces

2.1.1 Computability in the Baire space

Following [Val21] we now introduce a definition of computability on the Baire
space that is equivalent to the one defined using a Type-2 Turing Machine.
We recall that a Type-2 machine is like a standard Turing machine (with
a read-only tape and finitely many work tapes), that it is allowed to run
with an infinite string on the input tape. We say that a Type-2 machine
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computes a function F': w® — w* if, whenever executed with x € dom(F') on
the input tape, it runs forever and, in the limit, writes F'(z) on the output
tape (without mind changes). This concept can be equivalently expressed
as:

Definition 2.1. A partial function F': w* — w* is computable if there is
a computable function F : w<¥ — w*“ such that:

1. F is <-monotone: Vs,t e dom(F)(s <t = F(s) < F(t))
2. F is an approximating function for F:

F(z)=y<Vnewdm>n(y I n<F(y) | m)

Observe that computable functions are closed under composition. More-
over, they are continuous on the Baire space, since continuous functions are
exactly those that admits a monotone (not necessarily computable) approx-
imating function. In particular, the following result holds:

Theorem 2.2 (Universal Turing Machine for continuous functions [Val21,
Theorem 1.2]). There is a computable function U : w* — w* (called univer-
sal computable function) such that for every partial continuous function
frw* = w® there is a p € w* such that Yo e dom(f)(U(p @ x) = f(z)).

In particular, it follows that partial continuous functions are exactly the
computable ones with respect to some oracle.

Notice that, in general, even if a partial function f:w* — w* is continuous
with respect to the subspace topology on dom(f) it does not imply that

such f can be extended to a continuous function defined on the entire space
w1

2.1.2 Continuity and computability in T, basic spaces

We now present the approach of Computable Analysis for characterizing
the notion of Z?—recursivity and continuity. This approach lies on the idea
of extending the notion of computability (and continuity) from the Baire
space to Ty basic spaces (and second countable T topological spaces). The
part regarding the continuity is quite classical and can be found in many
sources (for example in [Wei0O] or [Peql5]), while the part regarding the
E(l]—recursivity was never presented in these terms (although it is implicitly
used in many articles — see for example [Val21] or [GKN21]).

The same remark clearly holds for partial continuous functions between any topological
spaces.
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Admissible representations for secound countable T; basic spaces

Definition 2.3. Given X topological space and two functions f,g:w* — X
we define:

f < g 3T :w” = w” continuous Vp e dom(f)(f(p) =goT(p))

In this case we say that f is continuously reducible to g.

Since the identity id e : w¥ — w¥ is continuous, the relation <; define a
quasi-orders, and from it we define the equivalence relation =; in the usual
way, i.e. =p:=< N 2.

Definition 2.4. Given (X, 7) second countable Ty topological space, a par-
tial function f : w* — X is an admissible representation (w.r.t. the
topology 7) if it is continuous and is the <;-greatest element among the par-
tial continuous function from w* to X (i.e. for every g : w* — X partial
continuous g <¢ f).

It is easy to see that an admissible function f:w* — X is surjective, since
for every point x € X the constant function ¢, : w* — X is continuous. Fixed
an admissible representation p : w” — X, an element p € w* is a name (or
p-name) for a point z € X if p(p) = =.

We now introduce an example of admissible representation for Ty basic
spaces. Actually, the function that we define is normally defined in the
context of Ty second countable topological spaces (see for example [Peql5]),
but since we are interested also in comparing effectivity (in addition to
continuity) we work directly in a framework meaningful for E?—recursive
functions.

Example 2.5 (An admissible representation for T basic spaces). Given a
Ty basic space X = (X, (V:¥)pew) we define the function py : w® — X

px(p) =z = ran(p) = Nyase(2) = {new |z e V')

That is we identify each point x € X with the elements of Baire that cor-
respond to an enumeration of the neighborhood basis. Having (X,7) To
ensure that py is a function on its domain.

The following proposition is a result from [Peql5], but stating it in the

framework of Ty basic spaces allows us to say that the function py is not
only continuous but also X{-recursive.

Proposition 2.6 ([Peql5, Theorem 1]). Given a Ty basic space X', then
1. px :w® — X is admissible
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2. px:w” — X is open
3. px:w” =~ X is Y-recursive on its domain (and hence py : w* —~ X is

continuous)

Proof. 1. We consider f : w¥ — X continuous and fix 7 : w - w enu-
meration of w where each natural number is repeated infinitely many
times. We define by induction on the length of the strings s € w** the
<-monotone function A* : W< - W< defining:

o h*(e) = € where ¢ is the empty string
c sy < | OTE) SN € Vi)
h*(s) otherwise

where N = {z e w” | s <x}. We define the partial continuous function
h:w? = was h(B) = Unew R (B I n) and we claim that h witnesses
that f <; px. That is V3 e dom(f)(f(8) = px o h(B)) or equivalently:

VB edom(f)Vnew(neran(h(B)) < f(B) € VnX)
That holds because:

< Having that f(3) e V¥, by continuity of f, implies that 3l €
w(f[Ngps1] € V¥ Am(l) = n). Therefore, by construction n €
ran(h*(B 11+ 1) cran(h(p))).

= Suppose that n € ran(h(f)), then we consider the minimal [ € w
such that n e ran(h*(8 | [ +1)). By definition of h*, this means
that f[Ngy41] € V) and 7(1) =n. Thus f(B) € VX,

2. Given Ny ={x ew"” |s <z} for s e w, we have:
M

px[Ns] = ﬂ V;:
k<£(s)

is open because finite intersection of open sets and hence py is open.
3. We have V3 € dom(px)
px(B) e V¥ <= 3k(B(k) = n)
< Im(BeVy A3kewl(simyy) > kA Sy, (k) =n)
Ny, < 2710000
and the last expression is X{(w* x w). O]
As we have already said, usually the representation py : w* — X is defined
for second countable T spaces by fixing a countable basis. By repeating the

previous proof one can see that such representation has exactly the same
topological properties (i.e. it is continuous, admissible, and open).
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Relative continuity and continuity in second countable T spaces

Definition 2.7. Given X and Y second countable Ty spaces, a function f :
X =Y isrelatively continuous if there are two admissible representations
Ox :w” = X, dy : w* = Y and a partial continuous function F' : w* — w"
(called continuous realizer) such that

Vp e dom(f o dx)(f odx(z) =0y o F(x))
5x sy

x 1 oy

By the maximality of admissible representations, it is easy to see that the
previous definition doesn’t depend on the choice of the representations. That
is, f: X — Y admits a continuous realizer for some choice of admissible
representations of X and Y if and only if it admits a continuous realiser for
any choice of admissible representations.

We can compare the definition of relativity continuity with the usual defini-
tion of continuity. Actually for second countable T topological spaces the
two concepts coincide, and, as the proof show, this equivalence relies heavily
on the admissibility of the functions (for this reason the notion of admissible
representation is important).

Theorem 2.8 ([Peqlb, Theorem 2]). Given X, Y second countable Ty
topological spaces, then:

f: X =Y is relatively continuous < f: X — Y is continuous

Proof.

< We fix two any admissible representations dx and Jy. Having f :
X = Y continuous, then fodyx : dom(dx) — Y is continuous. By
admissibility of dy, there exists a continuous 7" : w* — w* such that
fodx =dy oT on dom(fody), hence f is relatively continuous.

* Inew Of & countable basis for (X, 7x). Con-
sider the function px : w* — X defined in a similar way as the one in
Example 2.5, i.e.:

= We fix an enumeration (B

px(p) =z < ran(p) = {new|zeB;}

Such function is well defined because the space is Ty and, as we have
already observed, it is an open admissible representation. We can
assume, without loss of generality, that the relative continuity of f is
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witnessed by px and any other admissible representation of Y, say dy
(we maintain such name to stress that it can be any of the admissible
ones). Therefore, there exists a continuous function F': w* — w* such
that:

Vp e dom(f o px)(dy o F(p) = fopx(p))

Therefore fopy :w® =Y is continuous. Therefore, given U € XI(Y)
we have that for some V e X¢(w®):

(fopx) ' [U]=pX[f'[U]] =V ndom(fopx) =V npx [dom(f)]

and, since px is surjective, we have that:

F7HU] = px[Vndom(fopx)] = px[Vnpx [dom(f)]] = px[V]ndom(f)

and thus having that px is open implies that f is continuous on its
domain. O

We notice that, this result in [Peql5] was stated for total continuous func-
tions, but (as witnesses by our proof) it can be extended to partial continu-
ous functions.

How to induce a meaningful notion of computability?

We now introduce an analog of continuous reducibility:

Definition 2.9. Given X topological space and two functions f,g:w* — X
we define:

f<cg<e IT:w” = w” computable Vp e dom(f)(f(p) =goT(p))

In this case we say that f is computably reducible to g.

Since the identity idw : w¥ — w® is computable, also the relation <. define
a quasi-orders and induce an equivalence relation =, (i.e. =.:=<, N >.).

We would like to introduce an effective analog to admissibility, that is a
version of admissibility for ¥9-recursive functions w.r.t. the quasi-order <,
this is desirable because it would give an equivalent definition of Z?—recursion
in the framework of Computable Analysis. With this purpose in mind we
consider the notion of computability on Ty basic spaces induced by their
admissible representations. That is:

Definition 2.10. Given X and ) T basic spaces, then a function, a func-
tion f : X - Y is (px,py)-computable if there is a partial continuous
function F':w"“ — w® (called realizer) such that

Vp e dom(f o px) (f o pa() = py o F(x))
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Is this definition of computability meaningful? We already know that, con-

sidering the Baire space as basic space, the function pye : w* — w® is Z?—

recursive (on its domain). Actually, we also have that it is computable (in
the sense of Type-2 computability). Indeed, we have the following:

Lemma 2.11. The function pye : w* — w* satisfies the following properties:

1. pyw is computable

2. puw has a computable right-inverse p;}J d
Proof.

1. With respect to the prefix metric (see example 1.14), the Ny are exactly
the open balls: N, = {z € w*¥ | s < 2} = B(5°0%°,27%%)) and for any
r >0, taking m = max{n e w | r <2771} we get B(z,7) = Nzpm.
We now define <-monotone computable function approximating p,w

1 def rho_approx(a | k):

3 1 = max{new|quoy, <27}

' Vo= S(), 0711

5 for i in range(l, k):

6 #for cicle with i ranging in {1, ..., k-1}

7 h = max{new| gy, <2}

8 w o= 3(04(7.’))0"000 I h

9 if v 2 w:

10 vV =W

11 else if w < v:

12 v =V

13 else:

14 t #if two elements of the image of a are

incompatible then pu,~ is undefined

16 return v

2. We define a <-monotone computable function approximating a right-
inverse of pw

1 def rho_inv_approx(z ! k):

3 v = "" #v start as the empty string ¢

| for j in range(0, k+1): #Thanks to the double for loop we
guarantee the =<-monotonicity

5 for i in range(0, j):

6 1 = max{new|qu, <27}

7 if s(i)o”Oll‘l=wrlandl<j:
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8 #The second condition is needed because we know
as input only the first k digits of =z
9 v =v'i

10 return v

We observe that this function pﬁ,ap is defined on w*“ and is <-monotone
because given t proper extension of s, before adding elements on the
output of the algorithm it adds also all the element given from the
computation of s and then proceed considering also the new elements
in the condition (in the if statement). We now prove that the induced
function p;i,, g P WY = w® associates to each element a name. That is:

Vnew(ze VY = 3Ime w(p;},7dm(1‘)(m) =n))
which is equivalent to:
Vnew(zeVe =3Im,ke w(ﬁ(p;},@p(x bk)) > m/\p;}%ap(x Mk)(m) =n))

and this is true because x € V;’w = B(s(n)o, q(n)l) implies that consid-
ered [ = max{m € w | q(y), <27"'} then s(n)o"Ol Pl =2x | l. Therefore,
considered any k > [ there is a suitable m (that can be found following
the algorithm) and both verify the condition above. O

By the previous lemma, we have id,~ =. p,~ indeed:

. . _1
Poww = 1dyw 0pgw Aldyw = puw o P da

therefore, the notion of (px,py)-computability extends the notion of com-
putability on the Baire space. Where by “extend” we mean that the follow-
ing holds

Proposition 2.12. Given a function f:w* — w®, then
f is computable < f is (py«, pww )-computable.

Proof. = Given f : w“ — w* computable we consider as realizer F =
p;}J gz © J © pue (that is computable by the previous lemma). Hence,
for any p € dom(f o pw)

J 0P (D) = puw © P gy 0. © puss (D) = pure © F(p)
| S —
—id,w

< On the other hand, f (py«, pww)-computable means that here exists a
computable F' such that

Vp e dom(f o puw)(puw o F(p) = f o puw(p))
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therefore, since p,« is surjective, for any z € dom(f) we have

f(l') = Puww © F(p;}",daz(w)) = Puww © Fo p;i,dm(x)

Thus, thanks to the previous lemma, f is computable. ]

Moreover, (px, py )-computability coincides with the notion of ¥:-recursivity
from Effective Descriptive Set Theory:

Proposition 2.13 ([Val2l, Proposition 1.27]). Given X and ) Ty basic
spaces considered with their admissible representations px and py, we have

f: X =Y is (px, py)-computable < f: X = Y is E?—recursive on its domain

Proof. = Suppose that f is computable with computable realizer F'. We
define the following %9 sets:

G = {(m,k) ew? | 30,7 e w(F(0) =7 A3j < L(r)(r(j) = k) A R* (0,m))}

P= |J Vix{k}cXxuw
(m,k)eG

where F': w —~ w<¥ is the computable approximating function of the
realizer I’ and R* € ¥9(w*¥ x w) is the predicate witnessing that X is
basic for finite intersections (see the observation after Definition 1.1).
We now prove that P n (dom(f) xw) = Dy where Dy is the diagram
of f.

c Given 0,7 € w such that F(o) = 7 then we have:

f

X
M Vo
i<f(o)

c N VY.
j<t(r) @)

Therefore, if (x,k) € Pn(dom(f)xw) and this is witnessed by the
pair of finite strings 0,7 € W™, then z € N;y(r) V;fi) and hence
F(@) € Moy Vi) € Vit

2 Considered (z,n) € Dy, then for every name p of z thereisa o < p
such that 3j € w(F(o)(j) = n). Moreover, since x € Ni<e(o) VU)((i),
there is ¢ € w such that (¢,n) € G and x € VqX, hence (z,n) €
VqX x {n}. Therefore, (z,n) € P.

< Suppose that f is recursive on its domain with witness P € X{(X x w).
Therefore, by Proposition 1.6, there is some P* ¢ w? semirecursive
such that:

(z,n) e P < Imew(x e V¥ AP (m,n))

We prove that f has as computable realizer the function approximated
by the following F : w<¥ — w<¥:
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1 def F(pf k):

V)

3 v = "" #v start as the empty string ¢

| for i in range(O, k): #Thanks to the triple for loop we
guarantee the =<-monotonicity

5 for j in range(O0, i+1):

6 for 1 in range (0, i+1):

7 if P*(p(l), j):

8 v =v"j

9 return v

F is <-monotone by construction. Therefore, we only have to prove
that given p name of x € dom(f), we have to prove that F(p) is a
name for f(x). This is straightforward indeed:

f(.Z') € VnX And (.’L’,?’L) El)f
< P(x,n) < Imew(z e VX AP (m,n))

= I ew(F(p)(l) =n) O

This suggest to give the following definition:

Definition 2.14. Given X T\ basic space, a partial function f : w“ —
X is an effectively-admissible representation if it is X{-recursive on
its domain and is the <.-greatest element among the partial Eg—recursive
functions from w“ to X (i.e. for every g : w* — X E?-recursive on its
domain g <. f).

Proposition 2.15. Given X Ty basic space, the function py : w* — X is
an effectively-admissible representation.

Proof. The fact that py is Z?—recursive on its domain is proved in Propo-
sition 2.6. Thus we only have to prove that for every g : w¥ — X 2(1)—
recursive on its domain g <. px. Thanks to Proposition 2.13, the function g
is (pww, px )-computable and hence for some computable G : w* — w®

w” —>G w®

Puww l/pX

w —2 5 X

Moreover, since p,« is surjective and has a computable right-inverse, g =
pxoGo p;}J 4z~ Therefore, g <. px as wintessed by T'= G o po‘J}) da- O

Notice that, since py is surjective, any effectively-admissible representation
is surjective.
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Definition 2.16. Given X and Y Ty basic spaces, a function f: X — )
is relatively computable if there are two effectively-admissible represen-
tations dy : w* — &, 0y : w¥ — Y and a partial computable function
F:w* — w” (called computable realizer) such that

Vp e dom(f 0 5x)(f 0 Sx(x) = dy o F(x))

In analogy with the continuous case, we have that the previous definition
does not depend on the choice of the representations. That is: f : X —
Y admits a computable realizer for some choice of effectively-admissible
representations of X and Y if and only if it admits a computable realizer for
any choice of effectively-admissible representations. In fact, holds:

Proposition 2.17. Given X and Y T\ basic spaces, a function f: X — Y
is relatively-computable if and only if it is (px, py)-computable.

Proof. Suppose that the relative computability is witnessed by the effectively-
admissible representations dx and dy.

= We have
Vp e dom(fodx)(dyoF(p)=fodx(p))

and since dy <. py, Vr € dom(dy)(dy(r) = py o C1(r)) with C; com-
putable, hence:

Vpedom(fodx)(pyoCroF(p)=fody(p))

Similarly, px <. dx that is Vg € dom(px)(px(q) = dx o C2(q)) for a
computable Cy implies:

Vg € dom(fopx) € dom(px)(pyoCio F oCs(q) = fodxoCa(q) = fopx(q))

computable

< Notice that in the previous direction we’ve only used that two effectively-
admissible representations are (by definition) in the same equivalence
class w.r.t. =., thus this direction is proved in analogous way. O

Therefore, as for relative continuity, we have
Corollary 2.18. Given X, Y T\ basic spaces, then:

f: X =) is relatively computable < f: X =~ ) is E?—recursive on its domain

In light of this result, from now on we will not distinguish between the
terms Y{-recursive and computable (we omit ‘relatively’ for simplicity) for
functions between T basic spaces.
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2.1.3 Some representations

In general, in Computable Analysis with the term representation is intended
any (partial) surjection from the Baire space. In this sense we present some
examples of representations.

A representation for O-dimensional recursive spaces

Given a Ty basic space X (but also a second countable Ty topological space),
we have that any point is identified by its neighborhood basis Npase(2).
Moreover, we used this identification for building our (effectively-)admissible
representation py. A naive question might be: why do not use as representa-
tion the function that associate to any characteristic function of Ny s () the
corresponding element x? A short answer is that such a function would not
be admissible. Here we develop all the details and show a class of recursive
spaces for which this representation is actually (effectively-)admissible.

Example 2.19 (An injective representation for T basic spaces). Given a
Ty basic space X = (X, (V:¥),ew) we define the function 6y : w®” — X'

dx(p) =2 = Vnew(p(n) = Xn,,..()())

As we've already said, we identify each point x € X with the element of
the Cantor space, that corresponds to the characteristic function of the
neighborhood basis. As for py, the fact that (X, 7) is Ty ensure that dx is
a function on its domain. Moreover, it is injective and X-recursive on its
domain, indeed Yp € dom(dx):

Sx(p) e V" = p(n) =1

Although this representation is injective and continuous and hence it seems
more desiderable, it has the drawback of not being always admissible. In
fact, using an argument in [Peql5, Proposition 5.3], we show:

Proposition 2.20. Given a Ty basic space X = (X, (V},)new), we have that:
0x admissible = X 0-dimensional

Proof.

Claim 1. There is a D ¢ dom(dx) such that dx | D is still an admissible
representation of X but it is also open.

Proof of the Claim. By admissibility px <; dx, so

3T : w*” — w* continuous Yp € dom(px)(px(p) =dx o T(p))
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Moreover, without loss of generality, we can assume that dom(7") = dom(px).
The desired set is D = T[dom(py)] = ran(T'), indeed the same T witnesses
that pxy <t dx | D, so in particular dx [ D is still admissible. For every
U e 2% (w®) then T7HU] =V ndom(T) for some V € £Y(w*) and hence

5x 1 DIUT = {dx 0 T(a) | e THUT} = pa[T7[U]]
= px[V ndom(T)] = pa[V ndom(pa)] = pa[V] € S3(X)

thanks to the openness of py. O

Moreover, dx | D is surjective (because it is admissible) and injective, hence
D = dom(dx). Therefore, it is an homeomorphism from dom(dx) € w* to
X, and hence X is 0-dimensional. O

In general, dx is not admissible (or effectively-admissible), however it is so
for a precise class of recursive spaces (corresponding to the 0-dimensional
ones).

Definition 2.21. A recursive space X, is said 0-dimensional recursive
if the set {(z,n) |z ¢ V:¥} e 9(X x w).

Examples of 0-dimensional recursive spaces are w, w“ and 2“. Notice that,
for X 0-dimensional recursive, the inverse 5}1 X > WY s E?—recursive,
indeed:

03 (x) e V¥ = Vi <l(5,)(50(3) =0Az ¢ Vi¥) v (50(3) = LAz e Vi)
Hence in this case dy : w* — X is open.

Proposition 2.22. Given X 0-dimensional recursive space, then py <. dx.
In particular, §y : w* — X is admissible and effectively-admissible.

Proof. Observe that since X 0-dimensional recursive space exists some C' €
»{(w?) such that

¢ V¥ o Im(z e V¥ AC(m,n))
We define the function T': w* — w* such that given p € dom(py)

1 if 3k(p(k) =n)

T(p)(n) = {0 if 313m(p(l) =m A C(m,n))

this function is computable and witnesses that py <. dy indeed for any
pedom(py) and new

px(p) € V¥ < 3k(p(k) =n) < T(p)(n) = 1
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and

px(p) ¢ V¥ < 3m(px(p) € Viy AC(m,n))
< Im,l(p(l) =m A C(m,n)) < T(p)=0

The admissibility follows from the maximality of px. O

A representation for the Hilbert Cube

We recall the notion of effective compactness from [GKN21], that is useful
to define a representation function widely used in their article. Remind
that recursively presented metric spaces are recursive spaces (and recursively
regular) if equipped with the basis given by the sets V;, = B(7((1)0), q(n),)-

Definition 2.23. Given an oracle € € w%, a recursively presented met-
ric space H is e-effectively compact if it is compact and there is an e-
computable function kiw-w deciding whether any finite collection of sets
in (VnX )new COVErS #H.12 In particular, if € = @ we say that H is effectively
compact.

Recall that the Hilbert cube [0,1]“ is an effectively compact space. More-
over, every compact Polish space is e-effectively compact w.r.t. some oracle
€ € w¥. We now prove a property for e-effectively compact spaces that is
stated without proof in [GKN21, Section 2.2].

Proposition 2.24. Given an e-recursively presented metric space H that
is e-effectively compact then {(d,e) € w [ H N Gxo4.. S Gxo...} € 0% (w)

H

where Gy .-, = GZ?,e"a

(and (GJE;(IJ )y is the universal system for X9).

Proof. Given d,e € w, consider the open sets Gyxo 4., and Gy .- we have

that:

,ene

H N Gyso goe € G0 e = {Gx0 4o Gx0 o} 18 a covering of X

In particular, the last condition is equivalent to require that {VTZ;[ | m €
WSuWy;} is a covering where W7 and W are the corresponding E(l)’s sets in
w. Therefore, to positively decide if H \ Gxo 4-. € Gxo - We can enumerate
the elements in WS u W] and then check (after every new element) with the
function witnessing the effective compactness k whether the set enumerated
so far is a finite covering. O

2ITo be precise, the argument of the function h is a number coding a finite set of indices
(of the sets in the basis). To see how to code a finite set we refer the reader to [Ter04,
Section 2.4.4].
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Example 2.25 (A representation for the Hilbert cubel”! [GKN21, Example 2.2]).
We consider for each n € w the family F,, of open balls of diameter smaller
than 27!, By effective compactness, we can extract a finite cover from each
Fn that we call C,, = {B];, | m < h(n)} where h : w - w is computable and
each C,,1 refines C,. Moreover, we have that {(I,k,m,n) € w? | B’,i c B}
(where B,i is the closure of the ball Bli) is computable, indeed [ correspond
to the radius 272 and k to the center Ts@i,k) Where s:wxw — w (i.e. the
function that returns the index of the center of the I-th element of Cy) is
computable, and hence

B]lﬁ c BQL =4 d(Ts(l,k)vrs(n,m)) + 27172 <9 m2

is computable (because [0,1]% is recursively present). In addition, without
loss of generality we can modify h : w — w in such a way that ¥n € wVk ¢
w(k <h(n) = 3l ew(l <h(n+1) A B! c BR)).

We define the tree H of names of elements in [0, 1]¥ by recursion in the
following way:

e the empty string e € H
o the unary strings n € H if n < h(0)
o for each 0"k € H with ¢(c"k) =1+ 1 then 0"k"™n e H if n < h(I+1)

Rl+1 l
and B, € B;.

By construction, H is a recursively bounded recursive tree with no terminal

nodes (hence @ # [H] € I1(w*)). For each o € H we define B = Bi((;();)l_l)

(we have diam(B*) < 2749)). Therefore, the map & : [H] - [0,1]* defined
as k(8) € Nnpew Bj,, € [0,1]¥ is well defined and is a surjection.

Proposition 2.26. x : [H] — [0,1]* is X{-recursive (and hence continu-
ous).

Proof. We have that the diagram of k is:
K(B) € Vo = B(r((1)0),q(n),) < N ew(B I Le H A Bjy € B(r((n)o),d(ny,))

similarly as above B’é—dil) € B(r((n)o),q(n),) is a recursive predicate about
(1-1,8(-1),n). =

In particular, being  : [H] - [0,1]* £9-recursive, we have & <, Pl0,1]«-

BIThe same construction can be done for any effectively compact metric space, but we present
it only for [0,1]* because we only use this one.
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2.2 Continuous degrees

We recall from section 1.1.1 that, given two basic spaces X and ), @f’y
denotes the e-th partial X{-recursive function (on its domain) from X to )
(that is the largest function induced by the e-th X subset of w?).

Definition 2.27. Given X and ) basic spaces, y € Y is representation
reducible to z € X (and we write y <js x) if there is some e € w such that
o7 (z) = y.

If & and Y are recursive (and hence also Ty) then, thanks to Proposition
2.13, this definition coincides with the one given for recursively presented
metric spaces in [GKN21, Definition 2.3].

Moreover, for recursive spaces this definition is equivalent to the one given
in [Mos09, Exercise 3D.19] that is y <) « if and only if y is ¥{(x)-recursive,
. 0,

ie. Npase(y) = {new|yeVYlex)™

Lemma 2.28. Given X and ) recursive space, r € X and y € Y then

y <y ¢ <y is XV (x)-recursive

Proof. Recall that, accordingly to the definition in [Mos09, Section 3D]
Npase(y) € Z?’x(w) means that there is a set N € 2{(X x w) such that

n € Npase(y) < (z,n) € N

= Suppose that y = @f’y(x), therefore:
Vz e dom(®FY) (@Y (2) e V¥ < P(z,n)) with PeX%(X xw)

In particular, for the given x we have that the z-section P, = {n |
XY (2) e VY e ¥¥(w) and hence y is X{(x)-recursive.

< On the other hand, y is X9(z)-recursive means that there is an N €
Y (X xw) such that Npase(y) = Ny € X9(w) thus we can consider the X9-
recursive function induced by N (more precisely, by the corresponding
Z(l) set in w?). Such function, by our assumptions, maps z into y and
hence y <js «. O

It is easy to see that <p; is a quasi-order, indeed it is transitive because
E?—recursive functions are closed under composition, and reflexive since the
identity is E?—recursive. Thus, we have the equivalence relation =p;:=<;s
N >)s and we can define a degree structure:

Definition 2.29 (Continuous degrees). Given X recursive space, the con-
tinuous degree of = € X is its equivalence class under the relation =y, (over
elements of recursive spaces). A point x € X is total if it is representation
equivalent to an element z € 2* (that is z =) 2).
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The name for this degree structure comes from the paper of Joseph S. Miller
[Mil04] where they were defined and in which he proves that every continuous
degree contains an element of C([0,1]) (considered as recursively presented
Polish space). However, for our purposes we need that:

Proposition 2.30. Every continuous degree contains an element of [0, 1].

Proof. This is basically a reformulation of Corollary 1.27. Indeed, it proves
(a posteriori) that every recursive space X is recursively isomorphic to a
subspace of the Hilbert cube. Thus Vz € X3y € [0,1]“(z =ps y).- O

We recall that:

Definition 2.31. A function ¥ : P(w) - P(w) is an enumerator opera-
tor if there exists a set P € X{(w x w*) such that:

VAcw(Vkew(k e V(A) < Juew(P(k,u) AVi<l(u)(u(i) e A))))

Definition 2.32. Given A, B € P(w) we say that A is enumeration re-
ducible to B (A <. B) if there exists an enumerator operator ¥ : P(w) —
P(w) such that U(B) = A.

We also recall other kinds of reducibility normally used in computability (on
2% and w*):

o the Turing reducibility denoted by <p, that is a <p § if « is (-

computable (i.e. a = ¢ for some e ¢ w).

e the many-one reducibility denoted by <,,, that is « <, 5 if exists a
total computable f:w — w such that Vn e w(a(n) = S(f(n)))

o the one-one reducibility denoted by <1, that is o <; § if exists a total
computable injective f:w — w such that Vn e w(a(n) = 5(f(n)))

The corresponding equivalence relations are denoted as usual by: =7, =,
and =;. We now present a proof of [GKN21, Fact 2.4] for recursive spaces
not present in the original paper.

Fact 1. Given X and )Y recursive spaces, we have

1. Vz e va € Y(y M T <= Nbase(y) <e Nbase(x))
2. Vzew(Npase(2) = {0 ew | o <2})
3. Vr,yew(y<rz < y<py )

4. Ve XVzew*(x <y 2z Ipew(px(p) =xAp<r 2))
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5. Vx e X(x is total < Ipew(px(p)=xAp=py1)).
In this case such p is called the canonical name of z.

Proof.

1. We prove something more precise: given X and ) recursive spaces and
f: X =Y then

f ¥%—recursive on its domain < ¥z € dom(f)(Npase(f(2)) <e Npase (1))

indeed, f : X — ) is XV-recursive on its domain means that Va €

dom( f):
Vnew(f(z) e VY < Imew(x e VX AWe(n,m)))
for some e € w. That is:
Y€ w(n € Npuso(£(2)) < Fm € w(We(n,m) A m € Npgse(2)))

Therefore, P = W, corresponds to the enumerator operator that wit-
nesses Npase(f(2)) <e Npase ().

2. We observe that Nypuse(z) < {0 € 0 | 0 <z} because:

n € Npse(2) = 2 €V = d(2,7((n)0)) < qn),
< 5(n), 07 I max{k e w | q(,), < PR
and similarly, using the same correspondence between balls (respect

to the prefix metric) and prefixes of the elements in the Baire space
one can prove the other direction.

3. Notice that considering Type-2 computability, given x,y € w*, x <7 y
if and only if there exists a computable f : w“ — w* such that y = f(z).
Therefore, thanks to propositions 2.12 and 2.13, x <7 y if and only if

T <pm Y.
4. Fix z € X and z € w*, we have to prove that:
x <y 2z pew(px(p) =xAp<rz)

<: Having px(p) =  we have that x <j; p (because this representa-
tion is ¥.9-recursive on its domain) and hence we conclude by the
transitivity of <.

=: We consider the ¥{-recursive function on its domain f:w® — X
which witnesses f(z) = z. By Proposition 2.13, we have that:

Vg € dom(puw)(pue(q) =2 = px o F(q) = f o pu(q) = f(2) =)
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Therefore, to conclude we have to select a name for z in the set
{F(q) | ¢ name of z}, to do so we consider the right inverse of
pwe given by Lemma 2.11, and take p;LdI(Z) =p. Thus, z >)
D>y F(p) and such F(p) is the desired name.

5. x total means that 3t € 2“(x =)/ t), therefore applying the previous
point to x <pr t we get:
Ipew’(px(p) =z Ap<pmt=ym )

and hence p =) z. O

We now recall a result on enumeration degrees that allows us to characterize
the representation reducibility:

Lemma 2.33 (Selman, Rozinas [Coo04, Theorem 11.1.13]). Given A, B Cw
we have

e A< B V0 cw(xp eI (w) = xa € 27 (w))
e A<, BVl cw(B<Cod(wNC)=A<.Cod(w~())

Notice that, as VD,C(xp € E?’XC (w) © D <. C® (w~ ()), the points in
the previous lemma are equivalent. In particular, this allows us to prove the
following:

Corollary 2.34. Given X and ) recursive spaces:

Vee XVyeY(x<pyyeoVze2?(y<y z=>x <) 2))

Proof. = This is immediate by the transitivity of <p;.

<: We prove the contrapositive. Suppose that = €57 y, then Npaee(x) £e
Npase(y). Therefore by the previous lemma there exists a C' € w such
that Npase(y) <e C @ (w N\ C) and Npase(z) fe C @ (w ~ C). Said
Xc¢ : w — 2 the characteristic function of C', we have that C® (w\C') =
Npase(Xc)- Therefore, we get Ic € 2 (x €y c Ay <pr €). O

Another important property of continuous degrees is almost totality. Ac-
tually, such property characterize continuous degrees with respect to the
enumeration degrees structure, indeed in [And+19] they found that any
enumeration degree is almost total if and only if it is continuous.

Lemma 2.35 (Almost totality [And+19, Lemma 3.2], [GKN21, Lemma 2.6]).
Given X recursive space, V€ XVz € 29(z <3y x V x & 2 total)."

The results above allow us to reduce arguments involving continuous degrees
and <j; into arguments about Turing degrees on 2¥ (i.e. the total degrees).

Where v denotes the exclusive disjunction.
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2.2.1 The Turing Jump operator in recursive spaces

The notion of Turing Jump of a point on 2“ (or on w*) coincide with the
halting problem relativized to such point that is:

J 29 5%
x> J(x)={ecw]|p;(e) |}

It can be extended to all recursive spaces and to all E?L pointclasses as:

Definition 2.36. Given X recursive space and n > 1, the E?L’a—jump is the
function defined as:

T X 2

; X
T~ chn) “(z)={eecw|xe Ho o)
Where (H%}0 )y is the universal system for X9 introduced in the last section
of Chapter 1.

Similarly, we define the Z%a—jump for e-recursive spaces for a >r €.

We observe that such definition extend the definition of Turing jump on the
usual spaces (i.e. 2¥ and w“). However, to prove this result we need the
following property:

Proposition 2.37 (Finite use property [Ter04, Proposition 5.1.4]). Given
x € 2% suppose that ¢} (n)[t] |, then there is a finite string s, < = such that

@3 (n)[t] |. In particular: Vy e 2 (s, <y = @n(n)[t] ).

Proposition 2.38. Said Ju()}d)’@ :w* = 2¢ the unrelativized!” jump operator
on the Baire space and J : w* — 2% the usual Turing jump, then

Ve w“’(Jﬁu)’@(a?) = J(2))

Proof. Notice that the unrelativized jump operator on the Baire space is
defined on any point x € w* as the set:

Jf,(lu)’@(x) = {e €w

re | Vn“;w}

meWe

clearly, Jﬁ)’g(x) € E(l)’x(w) and hence JLS},)’Q(J:) <1 J(z) (where < indicates
the one-one reduction) [MP22, Corollary 5.4 Chapter 5%, For the other

[B'Here we identify the empty set @ with the sequence 0% = 000....

6] Actually, this result in [MP22] is stated for many-one reduction <,,, but using an
injective version of the S-m-n Theorem, it can be restated for <.
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inequality we observe that J(z) € E(l)’x, indeed:

Finite use property

(@) = {eew|@l(e) 1} L {eew| o cw™(pl(e) | no <)}
={ecw|Inecw(p™(e) | nxeV)}

therefore, for some fixed i € w

eeJ(zr) = HggX(@,z‘, e,r) < Hg(l)(@,S(i,e)jx) = S(i,e) ij)’@(:c)

where S : w? - w is the injective function witnessing that the system (H. %70 )y

is effectively good, thus J(x) <1 Jf)}u)’g(ac). O

Therefore, the usual Turing Jump on the Baire space is “equivalent” to

the X{-jump JS)@. The following lemmas confirm that the new jump op-
erator behaves well with respect to the degree structure of continuous de-
grees. These results where stated in [GKN21] for recursively presented met-
ric spaces, we show that the same proofs can be carried out in the framework
of recursive spaces.

Lemma 2.39 ([GKN21, Lemma 2.8]). Given X recursive space, and n,m >
1, then:

1. Vo e XVaew? ({7 (1) 21 J 2 (0, 2))

w@xX

2. Vo e X(JUT(2) =1 T 0 J(VP ()

Proof. Both statements are a consequence of the fact that the system (H. %]0 )y

is effectively good and the witnessing computable function S (of effective
goodness) can be chosen to be injective (see Proposition 1.54).

1. Fixed z € X and « € w* then J)((n)’a(x) <1 JU(JZ)X’?((a,:U) because:

Hggeﬁg(wwxka')
|
ee Jg(n)’a(m) <= Hgg(a, €,x) < Hggx“’xx(@, f,a,e x)

& HE Y (2,5(f,¢),03) < S(f,€) € S5 (o)

for some fixed f. Similarly, J/.(Vn)’a(x) > Jm2 (v, ):

w¥xX
w
HE <~ 0% (wxX)
n o,

|
€€ Jogz);g(a’x) g H;gXX(®7€7a7x) = Hggx(a, f,@,;U)

= HY) (0,8(f.¢),2) = S(f,¢) € J$) ()
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2. For this statement we proceed by induction on w proving that for
reX, J)((ml)@(g;) = JoJ)((n),a(x)' Again van+1),a(x) < JOJEYn)’a(x)
holds because:

€€ J‘E(nJrl),a(x) <~ Hgo (O[,E,ZE) < Ji€ w(_‘H;gX(a,e,i,x))
n+1 n
< di € w(ﬂHgo (a, S(€7Z)7$))

< Fiew(S(e,d) ¢ JW(x))

(n),ox
the last relation defines a E?’JX (@)
one-reducible to its jump J (J)((n) "*(x)). For the other direction, we

observe that e € J o J)((n)’a(x) defines a Eg’fl relation on w x X and
hence for some fixed f € w:

(w) relation and hence it is one-

eeJo van)’a(x) = H;gi(a,f, e,x) < Hgaﬂ(a, S(f,e),x)
= S(fie) e JU (@) =
In light of this correspondence and the fact that the Z?—jump extends the
usual one, we denote by x’ the unrelativized ¥9-jump (and (") the n-th

unrelativized Eg—jump). In addition, this jump operator is well-defined on
the structure of continuous degrees:

Lemma 2.40 ([GKN21, Lemma 2.9]). Given X and ) recursive spaces
Ve XVyeY(z<pyyeaz' <19)

Proof. = Let f:Y — X be the X{-recursive function witnessing = < ¥.
We prove that

Claim 2. There exists a computable injective function S : w — w such
that

Vy e dom(f)Vee w(Hggl)(Q, e, f(y)) < H%’?(z, S(e),y))

Proof of the Claim. Observe that f ¥9-recursive on its domain means
that for some semirecursive D* € w?:

Vy e dom(f)Vn e w(f(y) V¥ o Imew(yeVY A D*(n,m)))
therefore for any y € dom( f)

HE (e, f(y)) < 3n e We(f(y) € V;¥)

< In,mew(ne WoaD*(n,m)AyeVY)
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we now define:

1 if Inew(ne WeAD*(n,m))

1 otherwise

h(e,m) = {

such function is computable because its graph is 2(1), hence ¢; = h for
some j € w and, by the S-m-n Theorem, there is an injective recursive
function S : w? — w such that: p;(e,m) = gpg(j’e)(m). Hence, for any
y e dom(f) and any e € w:

H%’?(Q, S(j.e),y) = 3meWg(;  (y e Vi) = Hyp(2.e, f(y)) O

As x = f(y) and by the claim S : w - w is injective, it follows that
a' <yl

< Let g:w — w be the injective function witnessing that x’ <; y’, recall
that Npase(2) = {n ew |z € V:¥}. We observe that:

e € Npase () < (2 € V¥ A {e} = Wiey) < h(e) e’

where h : w — w is the computable function that associate to each
finite set a code as semirecursive set (such function can be defined
using the S-m-n Theorem see [Ter04, Exercise 2.5.17 and Proposition
3.4.2]). Therefore:

ee€ Nbase(SU) = go h(e) € y, had Wgoh(e) n Nbase(y) *+J

In particular this implies that Npase(2) <¢ Npase(y), and hence z <ps y
by Fact 1. O

Lemma 2.41 ([GKN21, Lemma 2.10]). Given X recursive space

Vre XIpew(pxr(p)=azrz’ =pp)

Proof. We proceed by the finite extension method/®! constructing p = Usey, Ps €
w® such that ran(p) = Npase(2) by a 2’-computable way.

Let pg = € be the empty string. At stage s € w, suppose we have p; €
w, then (using 2’ as oracle) we check if x is in the X! set defined as
Urewse {Nieran(r) VX | ps <7 A @T(s) 1}. We consider two steps for defining
the new element:

o if z is in such a set and 7 > ps is a witness of x € Njeran(r) ViX then we
set p; =7, otherwise p} = ps

[7] Considering the notation that we introduce in Chapter 3, using the same technique
one can prove that 7! 39 ¢ 39 holds recursive-uniformly (see Proposition 3.9).

BlFor an explanation and some classical applications of the finite extension method we
refer the reader to [MP22, Chapter 4 Section 8].
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e ifze V;X then psy1 = p;~s, otherwise pgi1 = py.

Now we prove that ran(p) = Npase(2):

N

We observe that in the first step of the construction of psi1, ran(ps) €
Npase(2) implies that ran(7) € Npase(2) (because = € Nieran(r) V;X) and
in the second one we extend it maintaining this condition. Thus, this
inclusion follows by induction.

1]

If s € Npase() then s € ran(ps,1) for the second step.

In conclusion, we have:

p'(s) =1 Qh(s) b= @B+ (s) |

Indeed, if ¢5***(s) 1 this means that no witness 7 is found at stage s and
hence, as ran(p) = Npase(7), we have ©f(s) 1. O

2.2.2 The Shore Slaman Join Theorem

We now prove the main result of this section: the Shore Slaman Join Theo-
rem for continuous degrees. This result is the backbone on which are built
the applications to Descriptive Set Theory that we present in Chapter 3.
The proof we give is an “expanded” version of the one in [GKN21]. With
“expanded” we mean that we make explicit all the details omitted in the ar-
ticle merging their proof with the original one for Turing degrees in [SS99].
Following the approach in [GKN21], before starting the proof we need to
restate some classical results about I1{-classes (that is sets in I1(2)) to the
context of recursive spaces.

Definition 2.42. Given an oracle € € w* and a recursive space Z, a point
zeZise-lowif (z@e) <re'.

Proposition 2.43 (Low Basis Theorem [GKN21]). Given an effectively
compact space H and an oracle € € w¥. If P ¢ H?’E(H) is nonempty, then
exists an e-low point z € P.

Proof. We construct a decreasing sequence (Q)ee, Of sets in H(l)’s(H) in a
way that the corresponding sequence of indices is &’-computable.
We define Qg := P. Then, having (). we define:

Qe if Qe Gl .
’)'L[ .
Qe ng,e”a otherwise

Qe+1 =
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Since Q. is effectively closed, by Proposition 2.24, having the indices of .,
we can decide whether Q. € Ggo e D an g’-computable manner (uniformly
1

in e). Finally, we notice that given z € @ := Neey, Qe:

ze@
|
Jy(z)(e) =1« H;[(l) (e,6,2) = z € G;{?’e"a < Q. C G;L?,e"a
and since the latter term is ¢’-computable, thanks to Lemma 2.39 we get
(z@¢) =p J3(2) <7 €’ O

Before proving the next result, we observe that, given a recursive space X
and a recursive Polish space ), the e-th partial Z(l]—recursive function @f’y,
being the biggest function induced by the e-th semirecursive set on w, is
defined on a I1S domain (uniformly in e), that is dom (P e I9(X). In

fact, a more general result holds:

Theorem 2.44 ([Loul9, Theorem 3.4.7]). Given X subspace of a recursive
space X, )Y recursive Polish space, and f: X - ) Eg—recyrsive. Then f can
be extended to a X0-recursive function f: X — ) with X ¢ X e II?_,(X).

We don’t prove the previous theorem but we point that the assumption of a
Polish recursive codomain (and hence recursively isomorphic to a recursively
presented Polish space) is essential. We recall that:

AeI(X) = A=) U{V¥ | A*(m,n)}  for some A* € X9(w?)

Mew New

Therefore, we have dom(fbf’y) = Miew D§ where DY = Upe {V,Y | D*(t,n,¢€)} €
Y(X) (i.e. D* is semirecursive), moreover we observe that {(e,t,z) | z €
D¢} e X9 (wxwx X).

Lemma 2.45 (Cone avoidance [GKN21, Lemma 2.11]). Given a recursive
Polish space ) and an effectively compact space H, then

Veew“VyeY(ydpe=>VPe H(l)’e(H)(P +@ = 3z € P(y fp 2/z <y y®e')))

Proof. Without loss of generality, we may assume that ) is a recursively
presented Polish space (Y, dy,ry), this is because ) is recursively isomorphic
to such a space. By almost totality Lemma 2.35, either &’ <j; y or y @ ¢’ is
total. Thus, there are two cases:

1. If ¢’ <pr y, then by the previous proposition there exists an e-low point
z € P and such point satisfies the thesis. Indeed:

o 25 (ZGBE)’STEISMy@s’.
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o Assume towards a contradiction that y <ps z, then 2’ < (z@¢)’ <
e’ <ary <ar z that is impossible. £

2. If yoe' is total, by Point 5 of Fact 1, there is a canonical name p, € w®
of y (that is, such that p, @<’ =ps y®<’). We define a sequence of H?’E
sets contained in P starting from Py := P. Having P. ¢ P, we describe
how to define P..;. We consider the sets Df given by the application
of Theorem 2.44.

Claim 3. If P, € Nye, DS, then 3z € P(®2Y(2) 2 1).

Proof of the Claim. Since P, C (e, Df = dom(@?’y) then we have
Vz € Pe(fb;ﬂ’y(z) € V). Assume towards a contradiction that Vz €
P.(®1Y(2) = y). By e-effective compactness, for any i € w, one can
e-computably find a finite set V; € We 0 {{m,n) | q(m), < 27"} such
that:
Pc UJ V' A N V2o
(m,n)eV; (m,n)eV;

(indeed the first condition is Z?’a(w?’) while the second is ¥9(w?)).
Therefore, the diameter of Ny, n)ev; V.Y is smaller than 27" and it

gives an e-computable decreasing sequence of open sets converging to
y. However, this contradicts our assumption that y £/ €. 7 O

Moreover, observe that the e-effective compactness of H (by Propo-
sition 2.24) allows us to decide in an &’-computable manner whether
P. ¢ Df or not. Therefore, by the previous claim, either P, ¢ Dy for
some t € w or 3z € Po(®XY(2) # y). In particular, in the latter case,
there is (m,n) € W, witnessing that ®2°Y[VH] ¢ V¥ 2 ¢ VM and
y ¢ VY (where V2 is the closure of the ball V). Therefore, for a
sufficiently large t € w, we have

rH % Y _
V<(n)0’r(t)) NP, +anA pr(t) NV, =@

where 7(t) is the index in our fixed enumeration of Q* that correspond
t0 q(n), — 27 (ie. 9r(t) = 9(n)y 27%) and V,Z" is the closure of the
ball V7t = BH(r((n)o),q(n)l) in the effective basis of #. Again, by
e-effective compactness we can decide &’-computably if ‘A/IH NP+
(because VZH NP =0« VlH € H \ P,) for the closure VlH in H of the
ball VZH. Hence we can use p, @ ¢’ to decide if such condition holds.
Thus:

o If P. ¢ Dy for some t, we set Qes1 := P N Df, in this way we
ensure that Qc,1 N dom(q);ﬂ’y) =g.
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e Otherwise, we define Q¢i1 = P. N V&‘n)l r(£))? and ensure that
Yy ¢ q)e[Qe+1] c Vn%)

Then, we find the first closed ball B (w.r.t the enumeration of the basis)
of radius 272 such that Bn Q. # @ (this can be done &’-computably
again by the e-effective compactness) and set Pey1 := BN Qexs1.

By compactness, as diam(P,) — 0, there is a z € H such that {z} =
e—> o0

Neew Pe-We observe that the whole construction is computable in p, ®
e’ =y y @€', In particular, the oracle p, ® ¢’ is not only able to
decide a sequence of indices for {P, | e € w}, but also a sequence of
indices for the set {B; | j € w} of open balls of the basis such that the
radius of Bj; is 2/ and P; ¢ Bj, which yields a name for z. Therefore:
z<p py @€’ =y y®e'. Moreover, by our construction we have that for

every e € w either ®°Y(2) 1 or %Y (z) # y and hence y £ 2. O

Theorem 2.46 (Shore-Slaman Join Theorem for recursive spaces [GKN21,
Theorem 2.12]). Let & and Y be recursive spaces, z € X, y € Y, and n € w.
Ify £ 2(")_ then there is a G € 2¥ such that G >y z A G"D =3, Goy.
Furthermore:

o yoz(™D istotal = G =), Gey =y y® (™D
o y@z(™D isnot total = G =, Goy = G o (™.

Moreover, the same results holds for any ordinal & < wICK, in particular: if

V¢ < &(y ¢ 2$9), then 3G € 29(G 2 2 A GO =3, Goy).

The proof of Shore-Slaman Join Theorem is divided in two cases following
the totality or not of the degree corresponding to y@x(””) (for this reason we
say that the proof is non-uniform). The total case (similarly to the original
proof in [SS99]) uses the following transfinite version of the Friedberg Jump
Inversion Theorem, proved by Jockusch and Shore in [JS84] for a-REA-
operators (and so holds for the iterated Turing Jump J(® (z) = 2(®)).

Theorem 2.47 (Transfinite Relativized Friedberg Jump Inversion Theo-
rem). Vz € wYV¢ < wi (the first non-computable ordinal relative to z)
Veewdyew(z <r y Ay® =p z @ 2(9)

We now have all the prerequisites for proving Theorem 2.46. In particular,
the proof is similar to the one in [SS99] except for the forcing conditions
adapted to the non total case.

Proof. Without loss of generality we can assume that z € 2* and y € [0,1]%
(more precisely Y = [0,1]¥). The latter can be assumed because every recur-
sive space is recursively embedded into the Hilbert cube [0, 1] (by Corollary
1.27), while the former assumption can be done because:
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o If n =0, since y £y z, by Corollary 2.34, there exists a z € 2 such
that © <p; z and y £)7 z. By point 4. of Fact 1 there exists a name
pr of x, such that = <p; p, <pr z. We thus consider a z, € 2“ such
that z, =7 px.[g} Therefore from the thesis for y and z, we have a
G >\ 2z > @ that satisfies the thesis also for x (because 2’ =) p!. by
Lemma 2.41).

o If n >0 we can choose any name p € w* for x (and a Turing equivalent
element in 2¥) and conclude as in the previous case, since Lemma 2.41
implies that ¥Yn > 1(z(™ = p(™).

We consider the recursively bounded tree H ¢ w<“ of names for [0,1]¥ from
Example 2.25 (and the respective representation x : [H] — [0,1]%).
Definition 2.48.

1. A Turing functional on H is a set ® € w x 2 x H such that Vn €

wVky, ko € 2Vo1,09 € H((01,09 compatible A(n, k1,01) € PA(n, ka,09) €
(I)) = (kl = ]432 NO1 = 0'2))

2. A Turing functional on H & is use monotone if the following hold:

(a) VYni,ng € wVky,ky € 2Voq,09 € H((o’l < o9 A (nhkl?gl) c P A
(n2, k2,02) € @) = (n1 <n2))

(b) an,nz € kaQ € 2V0‘2 € H((n1 < ng A (ng,kg,dg) € (I)) = 3]{:1 €
2doq € H(Ul <09 A (nl,kl,al) € (I)))

Without loss of generality, we can consider a use monotone Turing functional
® as an element of 2¢.

Notation 2.49. Given a Turing functional on H &, we write:

1. ®(o)(n) =k if 37 € H such that 7 <o A (n,k,7) € ®
2. dom(®)={ceH |Inecwike2((n,k,0)ecd)}

We observe that an use monotone Turing functional ® defines a partial
monotone function from H to 2<“, therefore we can see it as a partial
continuous function from [H] to 2¥.

Definition 2.50. A Turing functional on H ® is consistent along a point
z€[0,1]¥ if:

VJ,TGH(ZGB;HB;:

¥ ew((@(a)(n) L A2(7)(n) }) = @(0)(n) = q)(T)(n)))

OIThis can be done since every degree corresponding to an element of w® is total.
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Even though a Turing functional in general is not %Y set we have the follow-
ing property for consistent Turing functionals along a point:

Claim 4. Given a use monotone Turing functional on H @, if it is consistent
along a point z € [0,1]“ and there exists a k-name of z said a, € H such
that ®(a,) € 2¥ is defined, then ®(ay) <ps P @ 2.

Proof of the Claim. We describe a computable function from the names of
® &z to P(a,) (since 2¢ is 0-dimensional recursive and hence it recursively
embeds into w®, this is equivalent to define it for a name of ®(a.)).

In particular, given a name for ® and a k-name (3, for z, for every n € w we
search (by brute-force) (o,m) € H x 2 such that (n,m,o) € . We observe
that:

1. Since ®(a)(n) is defined there is at least one such pair (o,m) € H x2,
and hence the procedure halts.

2. We can recover ¢ from any of its names because pow is computable.

3. Having the consistency over the point z, ®(«,) = ®(8,) and thus, to
assure that ®(a,)(n) = m we only have to check that ®(5.)(n) =
m. O

We briefly outline the proof that follows. It is a modification of the classical
construction of Shore and Slaman in [SS99], but it is divided in two cases
depending on y & 21 total or not, in particular:

o If yo (™) is total, then we can choose a canonical name ay € H of y
such that a, <7 y ® (") (therefore a, ® (") =7 y @ z("*1)). Thus,
we can carry out a continuous analogue of the classical proof doing
a construction computable in o, @ ("D and obtaining Gt =,
Goy=yyozh,

e Ifya ("1 is not total, this strategy does not work because differ-
ent names for y produce different sets G. However, in this case the
construction carried out is computable in G ® z("*1) but for obtain-
ing this the Kumabe-Slaman forcing conditions need to be modified
including two additional parameters (A € w* and € € Q*). In particu-
lar, we construct a partial continuous function ®¢ : [H] — 2“ (using
conditions similar to the usual Kumabe-Slaman forcing), then setting
G=z® Pg® \g, and assuring that &g is consistent along y, we have
that Goy > P(ay) for a priori fixed xk-name of y. To be precise, the
modifications to the conditions to the Kumabe-Slaman forcing ensure
that oy, <7 G@ (™Y (and hence Goy <jr Gox(™Y) to do so we code
the name o in Ag in a way that G @ ("1 can computably recover
it.
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Definition 2.51. We say that o € w*“ meets § € w* if BEM(U) N B + @,
and that 0 meets S ¢ w” if 0 meets some (5 € S.

Definition 2.52 (Modified Kumabe-Slaman Forcing). Let Pxg be the fol-
lowing partial order

1. The elements p of Pkg are the quadruples (®,,X,, Ap,€p) in which:
(a) ®, Cwx2x H is a finite use-monotone Turing functional on H
(b) X, is a finite subset of xk-names in [H ]
)
)

(c
(d) e, Q" n(0,1]

Ap € w*“ is a finite string

2. Given two elements p,q € Pkxg, we say that ¢ is stronger than p
(¢ < p) if and only if:

(a) )< Py, X, Xy, Ay < Agand g5< ¢y

(b) Yo e dom(®,) \ dom(®P,)V7 e dom(P,)(L(0) > (7))
(c) {274 | 5 e dom(®,) \ dom(®,)} + ¢, <&

(d) any o € dom(®,) \ dom(®,) does not meet X,

In this case we call ${27) | ¢ € dom(®,) \ dom(®,)} the amount
added by dom(®,).

Notation 2.53. Given a modified Kumabe-Slaman forcing condition p =
(®,, X, Ap, &p), we write p° for (P, @, \p, p).

As @ ¢ X,,, then p < p°. We observe that if F' ¢ P is a sufficiently Pyg-
generic filter, then F' is associated to the functional ®p = U{®, | p € F'}
and the string Ap = Uper Ap. To this extent we construct a decreasing
sequence of conditions (py,)new, and then define G := @ & @ Ag € 2¥ where
D = Unpew ®p and Ag = Upew )\pn'[m] We use the symbol 74, to denote the
generic element & & Ag. In the following, we treat ®¢ ® A\ as subset of
w (i.e. as element in 2¥) without explicitly expressing the coding apparatus
needed to represent it in this way.

We recall the definition of the forcing relation and frame in it for Pkg.

Definition 2.54 (The forcing relation I-p, [DM22, Definition 7.4.1]). Let £
be the language of second order arithmetic i.e. including equality =, inequal-
ity <, sum +, and product - for numbers, and with a membership symbol ¢
(to be used only in formulas of the kind “n € A” where n number term and A
set term), augmented with a number constant n for each number n € w and
a set constant = (corresponding to the fixed element x € 2*). Let L(7gen)

(19T be precise, the defined G is in w®, but we can always consider a Turing equivalent
element in 2.
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be £ augmented with a set constant 7., (for the generic element &g & ).
Given a sentence ¢ € L(74en), p € Pkg forces ¢ (piFpyg @) is inductively
defined as follows:

1. plkpgs @ < @ is true, when ¢ is atomic in £

2. Plrpeg N ETgen < Pp @ Ap(n) =1 and n < (P, @ \p)

3. plFps < my(x) < for some n e w(n <mApiFp, (n))

4. plrpygs 9 < Vg < p(qikpygs @)

5. plkps (@ V) < plkpeg @ OF Plp,g

6. plrp.s Jzp(z) < for some n e w piFp,, p(n)

Definition 2.55. Given p € Pxg, and ¢)(2 @ 7"4er,) be a sentence of the form
Vmé(m,z @7 gen), a sequence of strings T = (71,...,7%) in H¥ all of the same
length (i.e. 4(7;) = £(7;) for every 1 <i,j < k), we say that T is essential
to (force the sentence) —¢)(z @ ry.,) over &, ® )\, if: for any condition
q € Pks

g<p’Adme W(qIFpgs ~0(M, z @ Fgen)) =
Jo e dom(®,) \ dom(P,)3j < k(o meets 7;)

Recall that, in the Hilbert cube it can be computably decided whether or

not two basic open balls (with respect to H) intersect.

Definition 2.56. Given a condition p € Pxg and k € w, we define
T(p,b, k) = {T € H" | T is essential to ~)(z ® 7gen) over O, ® A\, }
and order it by extension on all coordinates (i.e. 7 <o iff Vi < k(7; < 0y)).

We observe that (T'(p,, k), <) is a subtree of the tree of elements in H*
with coordinates of the same lenght ordered by <. Indeed, if 7 < o and o is
essential to - (z @ 7gen) over @, ® A, then so is T because the diameter of
the last digit of any of its component is grater (or equal) than the ones of o.
Moreover, (T'(p,1, k), <) is a recursively bounded recursive tree (since H is
S0).

Lemma 2.57 ([SS99, Lemma 2.10]). Given a condition p € Pks, and a IO
sentence (@ 7gep) With n > 1 and k € w, then:

1. Given f1,...,8r € [H] and X ={f1,..., 0}, if
(q)pv X, )‘pa 610) L TZJ($ ® flgen)

then T'(p,, k) is infinite.
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2. T(p,, k) is infinite, then it has an infinite path.
Moreover, each infinite path Y in T'(p, 1, k) is identified with a set of
size k X(Y') ¢ [H] such that (®,, X(Y), Ap,ep) IFpys V(2 @ Fgen)

Proof. Let (2 @ 7gen) be of the form Ymb(m,z @ 7gen) with 0(m,z @ 7gep)
0 | formula.

1. Given a set X = {f1,..., Bk} such that (P, X, Ay, ep) Fpyg V(T S Tgen ).
We consider the set of the sequences 7' = (81 |',..., B, I'1) for every
l € w. For all g € Pks such that g < p A 3m € w(qirp, g ~0(m, T ® gen))
we have that ¢ and (®,, X, \,,€p) are incompatible because any other
condition stronger than them forces ¥(z @ 7¢en) and —¢(z & rgep),
and so (@4, X, U X, \g,6q) £ (P, X, A\p,ep). Therefore, there is an
i < k and exists 0 € dom(®,) \ dom(®P,) such that 3; meets o. In
particular, o meets Tﬁ for each [ € w, and this means that it is essential
to —(z @ Tgen) over &, & A, and hence T'(p, ), k) is infinite.

2. By Konig’s Lemma, since T'(p, ), k) is finitely branching, there is an
infinite branch Y. Let X(Y) = {B1..., 8k} be the set in which each
f3; € [H] is the union of the i-th coordinate of the elements of Y. For
every q < p° and such that Im € w(qiFp, ~0(m,z @ Tgen)) there is a
o € dom(®;) \ dom(®P,) that meets at least one component of each
element of Y (and hence of X(Y)).

Claim 5. Vm e wVq < (@, X(Y), A, &p) (q fpys ~0(m, @ ® Tgen))

Proof of the Claim. Suppose towards a contradiction that there are an
mew and a q < (p, X(Y), \p,&p) such that qlrp ~0(m,z & ¥gen ).
Then we have that ¢ < p” (because (®,,, X(Y'), A\p,&p) < p”) and so 3o ¢
dom(®,) \ dom(®,) such that o meets X(Y) and this is impossible
because q < (@, X(Y), \p,p). £ O

Therefore, (@, X(Y), Ap, €p) -pys V(2 @7 gen) (by the definition of the
forcing relation for negated sentences). O

Lemma 2.58 ([SS99, Lemma 2.11]). Given a condition p € Pxg, a I

n+1
sentence ( ® Tgen ), and k € w, then T(p, 1, k) is a TIV*, (hence H?’z(n)[“])
subtree of (H¥)<“ uniformly in ®,, A, €p, 9, and k.

Proof. Before starting the proof we observe that if —-0(z @74y ) is a bounded
sentence about = @ 74, (that is a sentence obtained by connectives and
bounded quantifications), whether (®,,X,, Ay, ep) IFps =0(x @ 7gepn) holds
or not is a bounded property, decidable uniformly in terms of ®,, X,,, Ap, €p,

M This follows from [MP22, Theorem 5.5]
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x, and —0(z @7 gep) (this follows from the fact that the forcing relation I-p,
is defined inductively and in the second clause, for sentences of the form
T € Tgen, the condition is bounded w.r.t. p). Moreover, said b € w the bound
on the quantifiers in the formula which defines such property, we observe
that: given X ¢ X, such that Ya e X,38 ¢ X(a | b=/ | b) then

(Pps X, Aps €p) IFpys 0(2 @ Tgen) = (P, X, Ap, €p) Ihpyes ~0(2 @ gen)

< it is true because p = (®,, X, Ay, €p) is stronger.

= Suppose towards a contradiction that

(P, X, Ap,€p) ey ~0(T @ Tgen)

therefore 31 < (®,,X, \p,ep) such that liFp, 0(x @ Fgepn). Therefore,
for any o € dom(®;) \ dom(®,) o does not meet X. In particular, for
the property of X, we have also that for any o € dom(®;) \ dom(®))
o does not meet X. Thus [ < p, and hence it forces both -8(z & 7gep)
and 6(z @ 7'ge,,) a contradiction. 7.

Since there are only finitely many incompatible sequences in H of length b,
we can “capture the possible behaviors” of the sets X, by quantifying over
the possible behaviors of subsets of the set {n € H | ¢(n) = b}. Therefore, de-
ciding if there exists a finite set X ¢ [ H ] such that (®,,X, Ap, €p) IFp,s ~0(z®
Tgen) is @ bounded property decidible uniformly in ®,, Ay, €5, x, and -0(z &
Tgen). Now we are ready to prove our lemma by induction on n:

Base case: Suppose that n =1, so 1 is of the form Vz0(z,z @ 7'4c,) where
0(z,x ® Tgen) is a bounded formula. Let k be fixed and suppose that
T ¢ H"* with all the components with same length. By definition
T e T(p,1, k) if and only if for any condition g € Pkg:

q<p° AIm e w(qirpes ~0(m, 2z ® Fgen)) =
Jo e dom(P,) \ dom(P,)3j < k(o meets 7;)

For each suitable ®,, A\, and ¢4, by the analysis of the forcing relation
for bounded sentences done above, deciding whether there is a finite set
X, such that ¢ < p® and qIFp,, ~0(m, 2@ e, ) is a bounded property of
®, ® \; and m. Therefore, the quantifier over g € Pxs can be replaced
by a quantifier over ®,, A\, and ¢, with ¢ < p°. Consequently, the fact
that 7 is essential to (force the sentence) —t)(x @ 7gen) over @, & Ay,
is a H[l)’x property of 7, and so T'(p,¥,k) is a H?’x subtree and such
definition is uniformly in terms of ®,, A\, €5, ¥, and k.

Inductive step: Suppose that the thesis holds for n and let ¥(z @ 7gen)
be a 119, sentence of the form Vm@(m, s & 7gen) with 0(m,z @ 7gen )
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Y. As above, let k be fixed and suppose that T € HP” with all the
components of same length. Again 7 € T'(p,v, k) if and only if for all
D4, Ay, €4 With q° < p° for all m e w if there is a set X, of size k such
that and qlFp. g ~0(m,z & rgep), then 3o € dom(P,) \ dom(P,)3j <
k(o meets 7;). By the previous lemma, we have that:

“there is a set X, of size k such that and gqlFp,g ~0(m, 2 ® Fgen)”

is equivalent to “T'(q, ~0(m, 2 & 7'gen), k) is infinite”. Since -0(m,z &
Tgen) 1S a 2 sentence, we can apply the inductive hypothesis to
conclude that T'(q, -0(m,x ®7gep ), k) is uniformly 10" in terms of ,,
Ag> €¢, 0, m, and k. Moreover, saying whether a H?L’I subtree of a
recursively bounded recursive tree is infinite is itself H%’x, indeed it is
Y97 to state that there is a splitting level in the recursive tree which
is disjoint from the II%” subtree. Therefore, T € T(p, ¥, k) is a TI1%"

n+1

property of T, p, ¥ and k. O

Construction of the decreasing sequence: We pose py = (3,d,¢,1)
(where € is the empty string). At stage s € w of the construction we induc-
tively assume that:

o we have p =ps_1 = (Pp, Xp, A\p, &p)

o we know the indices (of the computable functions) computing each
member of X,, from z (1)

o X, doesn’t include any x-name of y € [0,1]“

Let ¢(x @ 74 ) be the s-th II | sentence. In particular, 1(z @ 7gep) is of
the form VYml(m,s @ rgen) with 0(m,z ® 7gep,) LO formula. We describe
how to build the next condition ps < ps—1 (that we will call r to avoid too
many subscripts) which forces either ¢ or —¢). Such construction is different
depending on the totality of y @ z("*1):

y @ 2™ is non total: We fix a name ay of y!'? and divide the construction

in two phases:

Phase 1: We force the next sentence (¢ or —1)) without extending ®¢ along any
name of y (in this way we ensure that ®¢ is consistent along y)

Phase 2: We extend ®¢ along the name a, by coding the result of the previous
phase into ®g(ay) and Ag.

2 From now on, until the end of the proof, we write name instead of k-name, because
there is no ambiguity.
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Phase 1: Suppose that X, = {f1,..., 0k}, for each i € w we define:
gi = (Pp, Xp, \yi, 27%,) <p

We now check if 3i € w such that T'(¢;, v,k + 1) is infinite, so we have two
cases:

Case 1 (forcing ): If such i exists, we prove that T'(g;,,k + 1) has an
x(”+1)—computable infinite path X which does not include any name

of y. Indeed, by the previous lemma P = [T'(¢;,%,k+1)] is a H?’x(n)
set in the effectively compact space [H]¥*!, therefore we can apply
the Cone avoidance Lemma 2.45 and obtain Y = (7o, ...,7%) € P such
that y £3, Y <y @ 2™, In particular, since y £5; Y then for every
J < k we have k(7;) # y. Therefore, some open ball separates x(;)
from y, that is 31; € w such that y ¢ B;j M We consider [ = max;< [;
and the subtree T' consisting of (7;);<x € T'(¢i, %, k + 1) such that Vj <

(n)
k(7; 4 -comparable with ~; | [;). Therefore, T is a nonempty H(l)’x

subtree of H**! and it contains a y ® (" -computable infinite path
X (which doesn’t contain any name of y).

Therefore, using the second point of the Lemma 2.57, we can force v
considering:

q:= (2, X, UX,\}i,27'g))

Case 2 (forcing —1): If we have that Vi € w(T'(g;,¥,k+1) is finite), then
Viewdlew((Bi M ,...,0k Moy 1) ¢ T(qi,0, k+1)), that is:

Vi € w3r; < ¢)3m € w(FilFpys ~0(m, T @ Fgen)A
V3 e dom(Pys,) N dom(®P,)(b does not meet X, U {ay })A
2{2_«‘7) | o € dom(®,) \ dom(®,)} <27"¢,)

We observe that any of this 7; force -t without adding elements that
meet oy,. However, their research requires knowing also «, and hence
cannot be performed in y & z("*D-computably manner (because y ®
(") is not total). Thus, we need to replace them with conditions r;
that are easier to find. In particular, thanks to Lemma 2.57, we have
that for a given g € Pxg are equivalent:

1. 3r <qIm e w(rirp =0(m,z & fgen))
2. Ir(r® <¢® AImewdl > X (T (r,~0(m, x ® F4er,), 1) is infinite))

Therefore, instead of searching for 7; we look for the first triple (r;,1,m)
such that r; = (®,, @, A\, er,) < ¢°, T(ri,-0(m,z & Tgen),!) is infinite,
V3 e dom(®,,) N dom(®,)(S does not meet X,,) (but can meet a)
and ¥{274) | o e dom(®,) \ dom(®,)} < 27%¢,. We observe that this
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search is computable given ®,, Aj, &), x(””), and the indices that
compute each member of X, from ("1 Therefore, we only have to
ensure that there is some ig € w such that dom(®;, )\ dom(®,) does
not meet .

Claim 6. If y@z (™) is not total, then 3i € w¥o € dom(®,,)~dom(®,,)
(o does not meet o) (that is B} n B;y (o) = ).

Proof of the Claim. Towards a contradiction, assume that Vi € wdo €
dom(®,,) \ dom(®,)(c meet o) (that is B; n B;y (o) @). Let B.

be the open ball with same center as B and radius of 3- 274) By
the definition of H the diameter of B is less than 27U(7) | therefore
B:n B;y (o) * @ implies that y e B;y Moy S B! . Now, consider:

ye E; = J{B, |0 cdom(®,,)\ dom(P,)}

we observe that Y{l | [ radius of B, A 0 € dom(®;,) \ dom(®,)} <
3-27"¢, for the choice of the 7;s.

Definition 2.59. We say that two balls B, and B.. with o, 7 € dom(®,, )\
dom(®,) are in the same connected component if there exists a se-
quence oy, . ..,on € dom(®,,)~dom(®,) such that B, = By, , B, = By,
and Vj < N(B;, n B #9).

We enumerate all distinct connected components of E; as {U;; | j <
J(i)} in a fixed way. Observe that the maximal distance between any
two points in the same connected component is at most 12-2‘i€p (that
is smaller than 2774 because ¢, < 1 and 12 < 2%). Thus, we let C;;
be a ball of radius 274 which contains Ui ;. We define z € w* in the
following way:

z(i) = j < j is the unique component such that y € U; ;
We have that y ® (™1 =) 2z @ 21 indeed:

o y <y 2z ® (™D because we can compute ®,, and {C;; | i €
wAj<J()} in a 2("_computable way (as one can effectively
decide whether two basic open balls intersect using @’ as oracle,
to compute the different components). Moreover, since Vi € w(y €
Uiz i) € Ci,z(i)) and dia’m(ci,z(i)) o 0, {y} = Niew Ci (i)

o 2z <y y@z("D because, similarly as above, we can compute {U;; |
icwnj<J(i)} inaz™-computably manner. In addition, for
each i € w and any name of y we can compute the unique z(7) such
that y € U; . ;) (because the components are pairwise disjoint).
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But this means that y @ 2("*1) is total, and is against the assumptions. 7
O

So we consider the 49 € w such that dom(®,, )\ dom(®,) does not
meet a,. By the property of the 7;s, we have that the corresponding
tree T'(ri,, ~0(m,x @ 7gen ), 1) is infinite for some m € w and I > k, so
we take as next forcing condition:

q:= (‘IDTZ.O XpUX, A 57“i0)

where X is a set of size [ of z("*1)-computable elements in H contain-
ing no name of y, which is obtained by applying the Cone avoidance
Lemma 2.45 to the tree T'(®y, ,-0(m,z & rgen),l) and the steps as in
Case 1. It is immediate to check that g < ¢; < p.

So the Phase 1 ends producing a new condition ¢ = (94, Xy, Ag,€q) < Ds.
Phase 2: Suppose that X, = {f1,...,5m} we consider the least b € w and
the least u > s such that Vi=1,...,m(B; ,,nBj,, =) (such b and u exist
because X, does not contain any name of y). In addition, consider:

e an index jo which computes the [-tuple corresponding to X, with
("1 ag oracle

o for every o e w, 0" € w defined by Vi e w(o™ (i) =0 (i) + 1)

o k=0if qlrp s V(z @7 gen) and k =1 if qlkpy ~(T @ Tgen)

so we define the next condition as:
r=(Qqu{(s,k,ay tu)}, Xy, Agdo (ay 1 u)"0,64-27")

By construction, we have that r < ¢ <p and ®,(ay I u)(s) =0 if and only if
7 forces the s-th 110, sentence (z @ Tgen ).

Verification of the thesis: From our construction we obtain a decreasing
sequence (ps)sew and we define G := 2 & &g & A\g with g = Upe, Pp,
and Ag = Upew Ap,. Therefore, ®¢(ay) is the characteristic function of a
complete E%ﬁ set and hence ®¢ (o) =1 G (actually, they are many-one
equivalent). We have:

Claim 7. @4 is consistent along y.

Proof of the Claim. A new computation is added into ®¢ only when we
construct r;, from p in Case 2 of Phase 1, and when we construct r from ¢
in Phase 2. By the fact that Vo € dom(®y, )\dom(®,)(o does not meet ),
@TZ.O does not add any new computation along y. Moreover, our construction
in Phase 2 does not add any inconsistent computation. O
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By combining the last and the first claims of this proof, we obtain that
G+l =, Ca(ay) <mv Pa @y = G @y. Moreover, z <j; G implies that
G o (") <M G+l Finally, we have that the whole construction is
G @ z("*D_computable.

Claim 8. If y ® (™) is not total, then ay <y GO (1),

Proof of the Claim. Suppose that at stage s of the construction we have
computed the finite string representing ®,, the index j, corresponding to
the computations of the elements of X,, (relative to the oracle z("*1)), the
finite string A, and the rational €,. We decode from A the unique number
i such that )\;io < Ag. Then, we use (™) to check whether the tree
T (piy, ¥, k + 1) is infinite or not:

1. T'(piy,, k + 1) is infinite: we know that the output from Phase 1 is
(P, X, U X, Apio, 2i05p) for some X, and so we decode jp and oy | u
since an initial segment of A is of the form A\Jigjg(ay I u)™0 by the
construction in Phase 2. By using o, | u and ®¢, we can also decode
the value of z € w*” of Claim 6 in Phase 1. These codes tell us the
full information on the next forcing condition r (and hence allow us
to recover it) and from it we continue the computation of a,.

2. T(piy, ¥,k + 1) is finite: in this case we know that the output from
Phase 1 is (@, ,Xp U X, Ay, ;& ) for some i1 € w. Moreover, by
construction, we have that r;, < ¢;, and since )\qil = Ayi1, we conclude
that ig = ¢;. Thus, we search for r;, using the oracle 2™ and the
indices for elements of X,. The first ®,, found must avoid oy, by
Claim 6 of Phase 1. Having found r;,, we can proceed as in the infinite
case to recover jo and oy, | v and full information on the next forcing
condition. O

To sum up, if y@z (™Y is not total, we obtain Gez(™*1) =, G =, Gey

because:
yﬁMaySMG@a:(”“)

G < Gey s'M Goz™ <, gD

Y e ("1 is total: In this case, we do not have the property y <as Geoz(™),

Instead, we proceed using a y@:):(””)—computable construction in which the
parameters A, and €, have no role. Being y ® ("D total, it computes a
canonical name of y, that is, we can choose a name «a, € [H] of y € [0,1]“
such that a, <7 y ® (™ (thanks to Fact 1 point 4.). We briefly explain
how to adapt the proof for the non total case to the total one.
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Phase 1: We check whether 3i € w such that T'(¢;, 1,k + 1) is infinite or
not, so we have two cases:

Case 1 (forcing ¢): As before P = [T(¢;,¥,k +1)] is a H[l)’x(n) set in
[H]**!, therefore we can apply the Cone avoidance Lemma 2.45 and
obtain Y € P such that TESY; Y <u YD z(n+1) =My © (1) Thus,
we can proceed as in the non total case and the added X is «, @z ().
computable.

Case 2 (forcing —1): We skip the construction of ; and use oy, @ (D)
to effectively find ry (corresponding to the r;, in the non total case).
Finally, we take the next forcing condition to be (®,,, X, UX, A, )
as in the last paragraph in Case 2 of Phase 1 of non total case.

Phase 2: We repeat the same steps and, moreover, find the parameters u
and b using the oracle ay @ (1),

Therefore, the entire construction is (ay @ x(”+1))—computable and hence
Da(ay) <ar ay @D =3 y@ (™D As before, @ () =7 G and (by
the consistency of ®¢) G <), G ®y. Moreover, having z <j; G we also
have that G @y =y y ® ("1, because:

G <y <y G < Goy< G D ey

Finally, as y & (") total, we use the Friedberg Jump Inversion Theorem
247 to y & m(”tl) >0 G("tl) and get G > G such that GO+ = y @ (D)
In particular, G =), Gy =) y ® ("D because:

é(nH) =r yEBx(”+1) >M yEB@ >uydG=y é(n+1)

For transfinite cases, the uniformity of this constructions allows to prove
the theorem for the limit ordinals as well and for successor ordinals one
can conduct an analysis on the complexity of the forcing relation similar to
lemmas 2.57 and 2.58. Therefore, we can lift the result to all the recursive
ordinals. O

We notice that even this “non-uniform” version of Shore-Slaman Join The-
orem for continuous degrees implies the Posner-Robinson Theorem.
Theorem 2.60 (Posner-Robinson for recursive spaces). Given X and )

recursive spaces, Vr e XVyeY(y<yaxvige2¥(zeyd g2y (g x)).

Proof. Given x € X and y € Y either y <p; x or y £ . Suppose to be in
the second case, and consider the g = G € 2“ given by the Shore-Slaman Join
Theorem, hence: g >3 © = g ® x =p7 g. Therefore:

(902) zmg' =my®g=my®goT O
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Chapter 3

Applications of the
Shore-Slaman Join Theorem

In this chapter, we exhibit two applications of the Shore-Slaman Join Theo-
rem to obtain decomposability results in (Effective) Descriptive Set Theory.
The first section presents a decomposability result for Borel functions, corre-
sponding to [GKN21, Theorem 1.1]. In the final section, we present a weak
form of the Solecki Dichotomy for Borel functions between Polish spaces.
This original contribution builds on a game-theoretic argument initially pre-
sented in [Lut23].

3.1 A decomposability result for Borel functions

Together with the decomposability result presented in [GKN21, Theorem
1.1] we briefly describe in this section the context that motivated it.

3.1.1 The Borel Decomposability Conjecture in Descriptive
Set Theory

Definition 3.1. Given I'j and I'y boldface pointclasses and a function f :
X — Y between topological spaces, we write f1TgcT'y if f71[U] e T'1(X)
for any set U e T'o(Y).

Clearly, this definition can be stated in a similar way for lightface point-

classes and basic spaces.
Jayne and Rogers in [JR82] established the following characterization:
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Theorem 3.2 (Jayne-Rogers Theorem [JR82]). Given X analytic subset
of a Polish space, Y separable metrizable space, and a function f: X - Y,
then f~' 29 ¢ X9 if and only if it is countable union of continuous functions
with closed domains, i.e.

f=U fn where f,, : dom(f,) = Y continuous and dom(f,) € ) (X)

new

In light of this result, we introduce the following notation:

Notation 3.3. Given X, Y topological spaces, f : X - Y, and T', A
boldface pointclasses we write:

o fedec(I) if there exists a partition { A, }ne, of X such that f | A, is
I'-measurable for all n € w.

o fedec(T',A) if fedec(T") and moreover the partition is made of A
sets (that is {4y }new € A(X)).

Following this notation the Jayne-Rogers Theorem 3.2 can be restated as:
e 2y o fedec(X?, AY). Indeed:

Remark 3.4. Given X, Y separable metrizable spaces, f: X - Y, and T
boldface pointclass, then f € dec(T, A%) if and only if

f is countable union of I'-measurable functions with domains in ITI°_; (X)

Notice that, in the latter term of the equivalence, the domains on which the
restrictions of f are I'-measurable are not necessarily disjoint.

The Jayne-Rogers Theorem sparked a lot of attention among researchers. In
particular, it has lead to the following:

Conjecture (Decomposability Conjecture [GKN21]). Given X analytic sub-
set of a Polish space and Y separable metrizable spacel!!, then for every
function f: X - Y and for every 1 <m < n:
[0, e 2 & fedec(3 0, AY)

We observe that the right-to-left implication is always satisfied, indeed: given
fedec(E0_, .1, A%) with witnesses domains {4, }new € A2(X) and U ¢
29 (Y) then

FHUT=U (14Ul

JEW NY———
€3 (45)

[UISince one can always replace Y with its completion, without loss of generality one can
assume that Y is Polish.
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and hence f1[U] € 22(X ) because countable union of intersections of a 22
with a AY (the domain A,,).

Gregoriades, Kihara and Ng in [GKN21], developed the theory of contin-
uous degrees in recursively presented metric spaces to prove the following
decomposability result in the other direction:

Theorem 3.5 ([GKN21, Theorem 1.1]). Given X, Y Polish spaces, an
analytic subset A€ 2{(X), n>m>1, and f: A > Y then:

e, €2 = fedec(Z)_,11)

Moreover, under additional hypothesis on the function they show how to
obtain the desired complexity of the domains.

Corollary 3.6 ([GKN21, Theorem 1.1]). Given X, Y Polish spaces, an
analytic subset A e £1(X), n>m >3, and f: A - Y then:

L3030 A f 20 -measurable = f € dec(X2 AY)

n-m+1>

2. f71329 ¢ 39 Agraph(f) e 2% (X xY) = f e dec(X0 AY)

n-m+1s

Observe that their result does not imply the Jayne-Rogers Theorem.

3.1.2 The decomposability result

Before presenting the proof of Theorem 3.5, we need to introduce a crucial
definition (see Theorem 3.13 and Lemma 3.14).

Definition 3.7 ([GKN21, Definition 1.3]). Given I'g, I'; pointclasses (light-
face or boldface) and A boldface pointclass, a parametrization system for
Iy and 'y said (Elgo) 7z and (Elgl) z (respectively) and a function f: X - Y
(between basic or topological spaces) we say that f'I'g ¢ I'; holds A-
uniformly (with respect to EIXO ) Effl ) if f71I'g € I'; holds and, in addition,
there exists a A-measurable function u : w* — w® such that:

Vaew“Vr e X(E%/O(a, f(x)) < EI){ (u(a),x))

Similarly, if such function u : w* — w® is E(l)—recursive we say that f~'Tg c Ty
holds recursive-uniformly (or X?-uniformly).

Uniformity conditions usually are stated for Z?—recursive transitions in the
codes (see for example [Mos09, Section 3H]) because these are the ones that
occur more often. We give here some examples (similar to [Loul9, Remark
3.4.6.]).
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Proposition 3.8. Given X and ) recursive spaces, then:
f:xX-=Yy E(l)—recursive :>f‘12(1) c E(l) E(l)—uniformly w.r.t. Wz(l]’y, WELX

0
Proof. We define D = {(n,z) e wx X | f(x) € WE“X}, it is X9 because
is defined by recursive substitution. Hence, by Theorem 1.41, there is a

recursive fp :w — w such that:
D(n,x) < W (fp(n), )
thus, the thesis follows. O

Actually, using the S-m-n Theorem we have already showed in Lemma 2.40
that the same result holds for the parametrization system (Ggé’e))(y,e).
1

Proposition 3.9. Given X and ) recursive spaces, then:

f: X - Y Srecursive = f12) ¢ X9 ¥0-uniformly w.r.t. GJE}?, Gg(l)

Proof. That f7'1%9 ¢ %9 holds follows from Proposition 1.10. Moreover,
by slightly modifying the proof in the claim of Lemma 2.40 we get that
f ,12(1)@ = Z(l)’a holds recursive-uniformly for any the oracle «, thus the thesis
follows. We explicitly write here the proof for completeness: f Z(l)—recursive
means that for some semirecursive D* € w?

(r,n) e Dy <= Imew(xe VX A D*(n,m))
therefore
H%’?(a,e,f(a:)) < Ine W (f(x) e VY)
< In,mew(ne WO AD*(n,m) Az eVy)
we now define:

1 if Inewne W& AD*(n,m))

1 otherwise

h(e,m) = {

again, such function is a-computable because it graph is E(l)’a, hence (pjo-‘ =h
for some j € w, and by the S-m-n Theorem there is an injective recursive
function S such that: ¢f(e,m) = sogf(j,e)(m)- Hence, by construction:

Hg?(a,S(j,e),x) < ImeWg \(z€ VY - Hg?(a,e,f(x)) O
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To prove Theorem 3.5, we need deep results from Effective Descriptive Set
Theory (together to the Shore-Slaman Join Theorem). In particular, we
need to recall that

Definition 3.10. Given X recursive space and a lightface pointclass I', a
point z € X is T-recursive if Np(2) = {new |z € V¥} e T(w). In this
case we write x € I.

Theorem 3.11 (TIi-uniformization Theorem [Lou19, Theorem 5.1.6]). Given
X recursive space and ) recursively presented Polish space, and P € H}’E(X X

Y) for some € € w*, such that Vo e X3y € Ai’(g’gﬁ)(P(ac,y)). Then there ex-
ists a Ai’s—recursive function f: X — ) which uniformizes P (i.e. such that

Ve e X(P(x, f(x))))-

The TI{-uniformization Theorem is stated in [Loul9] for J co-Souslin space
(that is spaces such that §y[Y] is II] —where dy is the function introduced
in Example 2.19). However, we state it for ) recursively presented Pol-
ish space because it is sufficient for what we need and, moreover, every
recursively presented Polish space is co-Souslin (because §y[Y] is 11 —see
[Loul9, Proposition 3.5.8.]). We recall that given three sets A, B and C, A
is separated from B by C if AcC and Cn B =@.

Theorem 3.12 (Louveau Separation Theorem [Loul9, Theorem 7.1.10]).
Given X Polish recursive space and A, B € ¥1(X) disjoint sets. If A is
separated from B by a Hg set in X, then there is a v € Al (w®) such that A

is also separated from B by a Hg’7 set.

In particular, these results are needed to prove the following:

Theorem 3.13 (Borel-uniform transition in the codes). Given X and Y
Polish spaces, A € ¥1(X) analytic, f: A —Y and m,n > 1 then:

! E?n c 22 = 130 ¢ 22 holds Borel-uniformly w.r.t. Ggom, G‘g%

Proof. Without loss of generality, we can consider a sufficiently powerful
oracle € € w* such that X and ) are e-recursively presented Polish, A € Z}’E
and f is A%’E—recursive. We define the relations P,Q ¢ w® x X as:

Pla,z) = ze AN G%}%L(a,f(x))
Q(a,x) = xe AN ﬁGg%(a,f(x))

we observe that:

. GJE)QR € X0 (w? x V) and hence P,Q € 7% (w” x V).
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o For any a € w”, the sections P,,Q, € 2}75(3)) are disjoint.

We consider D, := G%)%’a e £%%()), then, for our hypothesis on f, we
have that Ry = f'[Da] € 9(X) and P, = Ry n A.

Moreover, since ), € A we also have that R, separates P, from ()., that is:
P, € R, and Q4N R, = @. Therefore, we can apply the Louveau Separation
Theorem 3.12 relativized to e, and find S, € ¥9°®7(X) that separates P,

from @), with v € Ai’(e’a). In particular, S, = Ggo P for some B € w* € ® -

recursive (and hence f3 € Ai’(a’a)).
We define U € w® x w®“ as the predicates that indicates that G%O 5 separates
P, from Q,, that is:

U(a,B) < Po €G3 57AQan G 3=2
< VaxeP,(xe Gggﬁ) Az eQu(x ¢ G“EY%’B)

It is clear by the last definition that U € H%’E(ww xw*), and by the previous

part of the proof we have that Yo e w35 € A}’(e’a)(U(a, B)). Therefore, by
the IT}-uniformization Theorem 3.11 there exists a A}’e—recursive function
(and hence Borel) v : w¥ — w* such that Va € w*(U(a,u(a))). This function
satisfies the Borel-uniformity in the codes, indeed:

Vaew“Vr e A(GJZ;0 (a,f(x)) = xePyxc Ggo (u(a),x))
where the last equivalence holds because P, = A\ Q. O

Using the Borel-uniform transition, we finally establish a connection with
continuous degrees, in particular:

Lemma 3.14. Given X, ) recursive spaces, and A € X1(X’). Suppose that
a function f: A » Y satisfies f71 29 ., ¢ 29 | Borel-uniformly in the codes
Ggo , G)Z(O then:

3z € 293¢ <wiVg >p 2V e X((f(z) ® )™ <y (z @ ¢9) ™)

Proof. We can consider a sufficiently powerful oracle ¢ € w“ such that A
and Y are e-computably isomorphic to subspaces of e-recursively presented
Polish spaces V and W (respectively). Without loss of generality, we can
consider f as function from A into W, indeed every set S € 0., (Y") is of the
form S = SNW for some S € 0., (W). Therefore we can apply the previous
Theorem, and hence f~' X0 ., ¢ X2, holds Borel-uniformly. In particular,
we also have that: f~12% ¢ 30 and f111% ¢ %% | hold Borel-uniformly.
Thus, there are two Borel functions u, v : w* - w® such that:

Ve e AVitpew”(f(x) e Ggémrp < TeE Ggo

%
. R—
0 u(icp) T £ Gyo

0 w(ip)
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Since v and v are Borel, there is some z >p € such that v and v are 22’2-
recursive for some a € O% (where O is the Kleene’s O relative to z € 2¥).
We observe that for any p € 2¢

TP (f(x)) = {eew | f(x) € GYy o} ={ecw]| e GY0  u(uwpos))

1%
={€ € w | X ¢ GZ%+17U(iAp@Z)}

is in A%&’GBZ)&(Z‘”), where ¢ is the countable ordinal coded by a. Hence:

Vp e 2 (0T (1 () <5 ISP (@)
that, by Lemma 2.39, is equivalent to:
Vpe2((f(z)@pe2)™ <p (ze (po2)P)™)
since p, z € 2¥, the thesis follows. [

Lemma 3.15 (The Cancellation Lemma). Given X, ) recursive spaces,
zeX and y €Y then

Vze2VE<wi(Vg2r 2((y® 9)" <r (2@ g9) ™) = y <y (2@ 29) )

Proof. Towards a contradiction, suppose that y £ (z @ 2(8)("™) We
prove

Claim 9. 3p e 2¥(p 27 z Ay £ P Az <3y p©)

Proof of the Claim. Since z(&) is total, by the almost totality (Lemma 2.35):
28 <zvzez® total

Hence, we have two cases:

o 229 total: we can apply the &-th Friedberg Jump Inversion Theo-
rem 2.47 (on 2¥), therefore there exists p € 2 such that p > z and
p& = 2@ 28, moreover this satisfies the thesis of the claim.

o 2 < z: In this case we have y -S4 2("™) and again we consider two
subcases:

— m =n: thus, by Corollary 2.34, exists & € 2“ such that = <;; &
and y £ .

— m < n: we consider any Z € w* such that py(#) = z and &’ =p
J)((l)’g(m) (this is possible thanks to Lemma 2.41). Moreover,
since n—m > 1, by Lemma 2.39, z("™™) = jr=m-1) ¢ J/,(\})’Q(:c)

and hence: "™ =p ("™ In particular, it follows that y £as
g(n=m),

81



We observe that in both cases we get a total Z (and hence, without
loss of generality, we can assume that & € 2*) such that x <p; & and
y tm #("=m)  Therefore, again by the &-th Friedberg Jump Inversion
Theorem 2.47, exists p € 2¥ such that p > z and p'&) = & @ 2O =p 3
(because & >p; x >py z(f)). Thus y £y 2(m) =5 pEn=m) and <y,
& <p p&. O

Therefore, by the Shore-Slaman Theorem 2.46, exists g € 2* such that g > p
and ¢(""™m*1+€) = g @y, hence:

g(n+1+£) =\ (g(n7m+1+§))(m) v (g ® y)(m)
moreover, g >js p 27 z implies that g(g) >r p(f) >y « and hence:
(Y@ g)™ 20 g 57 g0 1 (2@ gO) ™

and this contradicts our assumptions. 7 O
With these results we are ready to conclude the proof for Theorem 3.5.

Proof of Theorem 3.5. Without loss of generality (considering a sufficiently
powerful oracle) we can assume that X and ) are recursively presented
Polish spaces and A € X}, We have that f~' 3% ¢ %2 and hence f1 X0, ¢
Y .. In particular, by Theorem 3.13 we have that f~1 3% ¢ 22 +1 holds

n+l* m+1 =
Borel-uniformly in the codes. Therefore by Lemma 3.14:

3z € 293¢ <wiVg > 2V € A((f(2) @ )™ <pr (z @ ¢9)™)
and by the Cancellation Lemma:
3z € 293¢ <wiVa € A(f(z) <pr (z @ 2(9) (™))
For each e € w we define:
Bo={z e A| f(2) = @Y ()

we notice that A = Uee, Be and f | B is Eg_m +1-measurable. In fact, each
function

Ge: A=Y
x> 02V ((z @ 2(9)(m))y

X w
(I)e xw?, Y

ITo be precise, we should write if n=m.
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. 0,2(8) . . . o .-
is X%~ -recursive on its domain. Because it is composition of a X9-

. . . . ow &) .
recursive function on its domain ®; Voow Y and a Eg’fm L1-recursive
(total) function, indeed if n > m:

(z @28 ¢ Vv o (z @ 29)nm) ¢ [T {se(@)}x [T 2
i<(sy) i20(sk)
< Vi< E(Sk)((HE%_m(Z(g)aivx) A (i) =1)v
(~Hyo (29)i,2) A sp(i) =0))

While for n = m, it is immediate. Therefore, f € dec(22_ ;). O

Lemma 3.16. Given X, Y Polish spaces, A ¢ X and f : A - Y 22—
measurable then:

fedec(BY) = fedec(X?, A?nax{&m}ﬂ)

Proof. Let {A;}ic, be the partition of A such that g; := f | A; is 22—
measurable. We observe that:

Claim 10. Given B¢ X and g: B > Y Eg—ngeasurable, there exist a set
B eII?, (X) containing B and a function §: B - Y XY-measurable which
extends g.

Proof of the Claim. Let Tx be the topology of X and {U) | n € w} be a
countable basis for Y. We consider the sets B, ; € A2(X) such that for
each n ew

f_l[Un] =Bn U Bn,i

1€eW
Thanks to [Kec95, Theorem 22.18], there is a Polish topology 7% such that
Tx € Th € X0(X,7x) and Vi, n € w(B,; € AY(X,7%)). Thus, g: (X, 7%) —~
Y is partial continuous. Applying [Kec95, Theorem 3.8], we found a B ¢
TI9( X, 7% ) such that B ¢ Band §: B - Y continuous w.r.t. the subspace
topology induced by (X, 7%) which extends g. Thus, w.r.t. the original
topology x, B € HgH(X, Tx) and g : B->Yis Eg—measurable. O

Therefore, without loss of generality, we can extend each g; to a Eg—measurable
function g; : A; » Y with domain A; € 1'[2 +1(X). Now, consider the sets

Bi={zeA;| f(z)=g(z)}cA

then f | B; is Z-measurable and B; = (f,§:) " [Ay] where Ay = {(y,v) |
y € Y} is the diagonal set of Y (which is TTI{ because Y is Hausdorff) and

(f,3i): Ai > Y xY
x> (f(z),5:())
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In particular, B; = (f, Qi)*l[Ay] € H?nax{g,ku

and §; is X9-measurable with dom(g;) € 12, (X). -

y(A) because f is Zg—measurable

In particular, using the previous lemma, we obtain Theorem 3.5 as stated
in [GKN21]:

Corollary 3.17. Given X, Y Polish spaces, an analytic subset A ¢ £1(X),
n>m>1,and f: A—Y then:

12l el = fedec(x? AY)

n-m+1>
Moreover, in a similar way, we prove Corollary 3.6:
Proof of Corollary 5.6.
1. It follows from Theorem 3.5 and Lemma 3.16, indeed for n > m > 3:

max{n-1,n-m+2}+1=n

2. We already know that: f € dec(X ). Let {A;}icw be the partition

n-m+1
of A such that g; := f } A; is £0_, . -measurable. As in the previous
lemma, we can extend each g; to a X -measurable function §; :

A; - Y with domain A; e TI_, (X)) € II%_, (X). Therefore, since

graph(f) = {(z, f(2)) |z € A} € 3y (AxY)

it follows that B; = (§;,id) ! [graph(f)] € £Y(A) because §; X°

R n-m+1~
measurable with dom(g;) = A; € ITY_; (A) and graph(f) e X2,. In this
case, we conclude further decomposing the B;s in A%—l pieces. ]

3.2 Weak Solecky Dichotomy for recursive spaces

3.2.1 The Solecki Dichotomy in Descriptive Set Theory
Definition 3.18. Given X and Y topological spaces, f : X - Y is o-
continuous if there exists a countable partition {4, }ne, of X such that

gn = f I Ay is continuous for all n € w.

Notice that, following the terminology introduced in the previous section, f
o-continuous can be denoted by f € dec(XY).
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Remark 3.19. As observed in [Debl4] and similarly to Lemma 3.16, if X
is separable metrizable space, Y Polish spaces, and f is Borel-measurable,
one can assume, without loss of generality, that the witnesses { A, }new are
in Bor. Using the terminology introduced in [GKN21]:

f is o-continuous < f € dec(X?, Bor)

Indeed, each function g, admits a continuous extension g, defined on A, €
TI9(X) (see [Kec95, Theorem 3.8]). Therefore, f is continuous on the sets
B, = {z € A, | gu(z) = f(z)} 2 A, and they are Borel because B, =
(f,32) ' [Ay] (where Ay is the diagonal set of Y that is IT{ because Y
is Hausdorff). Finally, from {B,, }neo We can extract a partition witnessing
f e dec(X?, Bor).

Definition 3.20. Given X and Y topological spaces, a function ¢ : X - Y
is a topological embedding of X into Y if it is a homeomorphism between
X and its range ran(y).

Definition 3.21. Given Xy, Yy, X, Y, topological spaces and two functions
f:Xy—Ypand g: Xy - Y, we say that f topologically embeds into g
if there exist two topological embeddings ¢ : Xy - X, and 9 : Y — Y, such
that Vo e X¢(vpo f(z) =gop(x)).

X, <>,

o
X, L5y

Definition 3.22. A separable metrizable space A is an analytic space if
it is the image of a total continuous function from the Baire space w®.

Usually, the Solecki Dichotomy is stated as:

Theorem 3.23 ([PS12, Theorem 1.1]). Given A analytic space, Y separable
metrizable and f : A - Y Borel function, then either f is o-continuous or
the Pawlikowski function P : (w +1)“ - w® topologically embeds into f.

Where the Pawlikowski function is the function P : (w + 1)¥ — w® defined
as:
x(n)+1 if z(n) <w

P@)(m) = {0 ifz(n)=w

in which (w+1)%“ is endowed with the product of the order topology on w+1.
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3.2.2 The weak Solecki Dichotomy with the Turing Jump

We consider two weaker form of reducibility between functions:

Definition 3.24. Given X;,Y}, X,,Y, topological spaces and two functions
f:Xy—>Ypand g: X, —» Y, we say that f is continuously reducible to g
(f <s g) if there exist a total continuous function ¢ : Xy — X, and a partial
continuous function v : Yy, = Y} such that Vo € X¢(f(z) =¥ (g(e(x))))-

X, <>,

wT f lw

Xf—)Yf

By the previous definition we have that ran(g o ¢) ¢ dom(2)).

Definition 3.25. Given X;,Y}, X,,Y, topological spaces and two functions
f: Xy —>Yyand g: Xy, - Y, we say that f is weakly (continuous)
reducible to g (f <w g) if there exist two partial continuous functions
p: Xy =Xy and ¢ : Yy x Xy =Yy such that Vo € X¢(f(z) =¥ (g(p(x)),x)).

If f topologically embeds into g, then f is continuously reducible to g; more-
over, continuous reducibility implies f is weakly reducible to g.

As in [Lut21] and [Lut23, similar to Definition 1.3], we introduce a different
version of the Turing jump J,, : 2 — w* defined as:

0 if o (n) 1
ko ifgp(n)[k] )

Vnew

(Ju(2))(n) ={

We say that J, is a version of the Turing jump because VY € 2¥(J,,(x) =p z').

Fact 2. Consider the usual Turing jump J : 2 — 2% and the modified
version J,, : 2 — w*, then:

1. J and J, are 9-measurable

2. J and J, are injective

3. J and J, are not o-continuous

Proof. 1. Recall that the usual Turing Jump is defined on any = € 2“ as
J(z)=a"={ecw]|¢¥(e) |}. In particular, we have:

0 if o (n) 1
1 ifep(n)l

Vnew

(J(x))(n) ={
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To prove that J is Eg—measurable, we consider the following subbase
of the Cantor space:

B={B;|necw,ic2} where By, ; = {zx €2¥|z(n) =1}

We have
J [ Bna]={ze2”|¢i(n) |}

To estimate the complexity of this set we use the Finite use property
(Proposition 2.37), thus:

J HBna] = U{Ns, | 52 € w™ is the minimal witness for ¢%(n) |} € =
Similarly, we have
J U Buol={ze2”|i(n) 1} =2 J[B,1] e II}

Therefore, the preimage of each element of the basis { Ny | s € 2<“} is
in A9(2¥) and hence .J is $9-measurable.
Similarly, one can prove that J, : 2* - w® is ZQ—measurable.

. To prove that J, : 2* - w® is injective, we consider for each oracle
x € 2“ the Turing Machine M f that on any input:

o read the first j cells of the tape containing x

o then go right for other z(j) € 2 steps and then halts.
In particular, on any input a, the machine M7 halts after j + x(j)
steps, that is M7 (a)[j +z(j)] |-
Let (n})jew be the enumeration of the codes of the machines (M) jew-
As we consider a standard coding (of all the Turing Machines) that is
independent by the oracle, we get Vx,z € 2V € w(nf = njz), so we call
them just (1) jew-
Now given z, z € 2* such that J,(x) = J,(z), we have:

Vj ew3s e w(ph, (ny)[s] V= vp, (nj)[s]1) =
Vjewdsew(j+a(j)=s=j+2(j)) =
View(z(j) =2(j)) =z=2
We observe that a similar argument can be used to prove that J: 2% —
2% is injective, indeed it suffices to consider (for any oracle x € 2¥) the
Turing Machine M, (wn k) that on any input:
o read the value x(n) on the tape containing x

o then halts if x(n) = k and loops otherwise.
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3. We prove that

Claim 11. A function f : 2% — 2% is o-continuous if and only if
Jw e 2V € 2°(f(z) <p x @ w).

Proof of the Claim. = As f is o-continuous, there is a partition
{Ap}new of 2¥ such that f, = f | A, is continuous. Therefore,
for each n € w there exists an oracle w, € w* and a partial com-
putable f, : 2¥ — 2% such that V2 € A, (fn(2) = fu(z,w,)). That
is Ve e A (f(z) <7 x ® wy,). Finally, considering w = @,,¢,, w,, we
have that YV € 2“(f(x) <r z ® w).

< We define A, = {z €2 | f(z) = <I),(12w><2w)’2w(x,w)}. The family
{A} }new is a covering of 2¥ and f | A, is computable relatively
to w, hence f is o-continuous. O

As the equivalent condition to o-continuity does not holds for both
versions of the Turing Jump, the thesis follows. O

Proposition 3.26 ([Lut21, Proposition 2.28]). We have that:

1. The modified Turing jump J,, : 2% - w* topologically embeds into the
Pawlikowski function P.

2. The usual Turing jump J : 2 — 2% is continuously reducible to J, :

2% — w®.
Proof. 1. We define the function ¢ : 2% — (w+1)% as

w if o (n) 1

#lz)n) = {k if 7 (n) (k] |

and ¢ : w® - ¥ as

0 if z(n)=0

x(n)+1 otherwise

P(z)(n) ={

By construction Yz € 2¥(¢ o J,(x) = P o p(x)). Moreover, ¢ is a
topological embedding, and hence we only have to check that ¢ is
topological embedding. We observe that

<

@ injective: By the previous fact J, injective. Hence so is P o ¢
1o J,, and thus ¢ is injective.

BClearly, the same statement holds if one (or both) between domain and codomain of
f is (or are) w*”. We skip the details as we show in Proposition 3.31 how to extend the
same results to functions between recursive spaces.
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¢ :2¥ > (w+1)“ continuous: Given (;);e0 sSequence in 2* which con-
verges to a fixed x € 2% we prove that p(z;) — ¢(x). Observe
1—> 00

that for all n € w there are two possibilities:

o If ¢r(n)[k] | then, by the finite use property (Proposition
2.37) there is some s € 2°¥ such that s < = witnessing this.
Since Im € wVj > m(s < x;) , then the n-th coordinates of
¢(x;) will eventually be k.

o If ©¥(n) 1 then, again by the finite use property, for each
k € w, there is some s < z witnessing that ¢ (n) takes more
than k steps to converge and so Im e wVj > m(¢(x;)(n) > k)
(possibly w).

Thus, for each coordinate, w.r.t. the order topology of (w+1), the
sequence (¢ (2;)(n));ew converges to ¢(x)(n) and hence (¢(x;) )icw
converges to ¢(x).

As ¢ is a continuous injection with compact domain, it is necessarily
a topological embedding.

2. We consider the continuous functions ¢ =id : 2* — 2% and ¢ : W* - 2%

as
0 if z(n)=0
H@)n) = {1 otherwise

Then Yz € 2¥(J(x) =1 o J, 0 @(x)). O

Moreover, since both versions of the Turing Jump are not o-continuous, as
corollary of the Solecki Dichotomy we obtain:

Theorem 3.27. Given A analytic space, Y separable metrizable and f :
A — Y Borel function, then either f is o-continuous or the Turing jump
Ju 1 2¥ - w® topologically embeds into f.

In particular, we get the following weak version of the Solecki Dichotomy:

Theorem 3.28. Given A analytic space, Y separable metrizable and f :
A - Y Borel function, then either f is o-continuous or J <, f.

We now use the Posner-Robinson Theorem 2.60 for continuous degrees to
get an alternative proof of the previous statement in the case of recursively
presented Polish spaces:

Theorem 3.29. Given X recursively presented Polish space, ) recursive
space and f : X — Y Borel function, then either f is o-continuous or J <, f.
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To obtain this result, we modify an argument of Patrick Lutz in [Lut23] for
Borel measurable function from and into the Baire space. His proof uses
a game argument to apply Borel Determinacy and obtain the dichotomy.
We need to modify the game, using admissible representations for recursive
spaces. However, we follow quite closely the original proof scheme.

3.2.3 The generalization of Lutz’s proof
Consider two functions f: w* - w*!* and ¢: Xy =Y, (where X, and ), are

recursive spaces) we can generalize the game presented in [Lut23, Section 2]
in a game called Gp/(f,9), played as follows:

Player 1 To T

Xg Xg
e Vi’ 20 Vi, % 21

Player 2

where (Vng )jew is the enumeration of the basis of X, as a recursive space.
Player 2 first plays a code e € w corresponding to Y.{-recursive function on
its domain from Y, xw® xw® to w”. For the rest of the game, Player 1 plays
a real x € w* and Player 2 plays two reals, b € w* and z € w* such that
b e dom(py,). In particular, similarly to the original game, on every turn
Player 1 plays one more digit of the real x = zgx; ... and Player 2 plays one
more digit of the reals b = bgby ... and z = 221 ....°) Player 2 wins if and
only if b is an actual name for an element y € X, (i.e. y = px,(b) = Npew V;)fg)
and f(x) = @& (g(p, (b)), 2).

If f and g are Borel functions and the domain of the representation py, is

Borel, the payoff of the game Gj/(f,g) is Borel, since Borel is its comple-
ment:

A={(z,e,b,2) | f(x) = B (g (b)), 7, 2) Abe dom(pu, )}

The following lemmas are extensions of results presented in [Lut23, Section
2] to the context of recursive spaces.

Lemma 3.30 ([Lut23, Lemma 2.1]). If Player 2 has a winning strategy in
Gu(f,9), then f <y g.

(I1f the domain of f is the Cantor space the definition of the game does not really
change.

[BIHere there is a slight difference from the original game: Player 2 cannot do a turn in
which they delays the play of a digit of b. Because we do not need this feature for our
result.
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Proof. Suppose that Player 2 wins G/ (f,g) using the strategy 7.
We describe how to define the two partial continuous functions ¢ : w® - X,
and ¢ Yy x w = w®.

p: Given z € w¥, we play the game Gp/(f,g) using the digits of = as
Player 1’s moves and 7 to generate b played by Player 2. Hence, we
define @(x) = Njew Nppi- The function ¢ is continuous!® because the
family defined as

S ={Npim |mewnIrew’IecwIzew((e,b,2) =7+ (x))}

is a Lusin scheme, where 7 * (z) is the play of Player 2 according to
the strategy 7 in response to Player 1 playing x.
Indeed we can relabel the element of S in the following way:

— Bg = N. =X (where € € w* is the empty string).

— By = Nps where b° = (b, . .. 7b2(s)71) and b; is the b; played by the
Player 2 after 7 < £(s) turns following the strategy 7 against the
Player 1 that played s € w<¥.

In this way, Vs e w“Vn e w(Bs-y, € Bs) and Vx € w*(diam(Bg,) —

n—oo

0) Moreover:

Dgz{a:eww

m me¢®} =wY

new

and ¢ is the function induced by it, thus it is continuous. Therefore
we define ¢ as ¢(x) = px, o @(x). Notice that, since 7 is a winning
strategy, ¢(x) is a name for some element in Xj.

¥ : Given w e Y, and x € w¥, we play the game G/(f,g) using the digits
of x as Player 1’s moves and 7 to generate e and z played by Player 2.
Then we define ¢ as ¥(w, ) = @ﬁygxw X (w,z,2).

Since T is a winning strategy for Player 2, we get:

Vo ew(f(x) = ¥(g9(p(2)),2)) -

Proposition 3.31 ([Lut23, Observation 2.2] and [GKN21, observed after
Remark 3.5]). Given Xy and Yy recursive spaces:

f: Xy - Y o-continuous < Jw € 2*Vz € X (f(z) <p (z @ w))

[G]Actually, one can also prove that ¢ is Lipschitz.
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Proof.

= [ o-continuous means that there is a partition {A,}ne, of X such
that f, := f I A, is continuous. By Theorem 2.8, for each n € w there
is an F,, : w¥ — w* continuous such that

fn opr(Ck) = Pyy© Fo(a) Vae dom(pr)

Moreover, F,, partial continuous implies that there exists an oracle
wy, € w* and a computable F, such that Va e w?(Fp(a) = Fn(a,wn)).
We prove that Va € A, (f(x) <y x®wy,). In particular, the computable
function that witnesses this reduction is the function g, : Xy xw® — Yy
induced by F,(%, pow(*)) : w® x w¥ — w®, that is the function that
satisfies Vo € dom(px, )V 3 € dom(pye)

dn Ongxw“’(a ®p)= gn(pr(a)’pw“’(ﬁ)) =pPy;© Fn(a’pw“’(ﬁ))

Indeed: Va € A, (gn(x,wy) = fn(x)).
Therefore, considering w = @y,e, wn, we have Vo e X¢(f(z) <z @ w).

< We define A4, = {z ¢ X; | f(z) = (I)%Xfxww)’yf (z,w)}. The family
{Ap }new is a covering of Xy and f | A, is computable relatively to the
oracle w, hence f is o-continuous. O

Moreover, we are able to prove an analogue of [Lut23, Lemma 2.3

Lemma 3.32 ([Lut23, Lemma 2.3]). If Player 1 has a winning strategy in
Garr(Js,g), then g is o-continuous.!”

Proof. Suppose that Player 1 wins G(J,,, g) using the strategy .

Consider the function g = gopx, : w* — Y;. Recall that a set A ¢ w* is
oA -1

px,-saturated if A=py [px,[A]].

Claim 12. If g is countable union of continuous functions defined on px, -
saturated domains, then g is o-continuous.

Proof of the Claim. Suppose that { By, }new is a covering of dom(g) = dom(py)
by px,-saturated sets such that g, = g I B, is continuous. We prove that
{px,[Bn]}new is a covering of X, such that g | px,[Bn] is continuous.®!

Indeed, given U €Y, open, there is an open set V ¢ w® such that:

G2 U] = (g (px, | B)) ' [U] = (px, } Ba) og ' [U] =V B,

[MThis theorem as the following results can also be stated with the usual Turing Jump
J:2% - 2% in fact the proof is exactly the same.

[BIFrom here we are able to extract a partition witnessing that g is o-continuous, and if
Y, is Polish recursive we can also find a partition with Borel domains as seen in Remark
3.19.
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since g | B, is continuous, therefore

(9 1 pa,[Ba]) ' [U] = p, [V 0 Bu] = pa, [V 1 pix, [ Bn]

where the last equality holds because B,, is px,-saturated. Since py, is open
and surjective, then px, [V'] is open and hence g | px, [ By ] is continuous. [

Claim 13. If Yb e dom(g)(g(b) < px,(b) ® 7), then g is countable union
of continuous functions defined on py,-saturated domains.

Proof of the Claim. We set:

B, = {bedom(px,) | §(b) = &S0 (py (b),7)}
= {bedom(px,) | go px,(b) = ® Vo (s (b),7)}

{Bn}new is a countable covering of dom(pxg) and ¢ | B, is continuous.
Moreover, each By, is px,-saturated as

Vdew“Vbe Bu(px,(d) = px,(b) = d e By) O

We prove that, under the hypothesis of the lemma, Vb € dom(g)(g(b) <u
px,(b) ®7) and hence g is o-continuous. To prove this, we show that if not,
then 7 is not actually a winning strategy for Player 1.

So, towards a contradiction, suppose that there is some b € dom(g) such
that §(b) £a pa,(b) ® 7. Therefore by Corollary 2.34 Jw € 2* such that
g(b) £ w and px,(b) ® 7 <pr w. Using Posner-Robinson Theorem 2.60
relative to w, we can find some v € 2* such that g(b) ®w & v >y (v w)’.
Another difference with the original proof is that now, if we let play to the
Player 2 b and z = w @ v, then this z cannot compute the moves of the
(hypothetically) winning play of the Player 1 (because it cannot compute b).
To overcome this we need to choose another name to play, in particular the
one given by point 4 of Fact 1. Indeed, we have that:

px,(b) <prw <= Ip € w*(pa, (p) = pa, (b) Ap <1 w)
Notice that px,(p) = px,(b), implies also: g(p) ¢ar px,(p) © 7, §(p) £ w,
px,(P)®T <prw, and g(p)@wdwv 2p (vOw)'. We now are ready to explain

how to win while playing as Player 2 in G;(J,,g) against the strategy 7.
We play as follows:

o First we play some number e € w, which we explain how to choose
later.

e Then we ignore Player 1’s moves and play the reals p and z = v ® w.
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Note that from z we can compute Player 1’s moves (since the x played by
Player 1 is in Cantor) because z computes both Player 1’s strategy 7 and
all of Player 2’s moves. That is: if x € 2% is played by Player 1 according to
7, then = <7 2.

Hence by our choice of z we have:

dp)ezzy glp)ewe vy (wev) 2y 2’ =) Jo(x)

From this we can conclude in the same way as in the original proof. In
particular, as in the original proof, the computation of J,(z) from g(p) & z
depends also on the value e € w played by Player 2, but in an uniform way.
That is, said 7 (e, p, z) € 2% the element played by the strategy 7 in response
to the play of Player 2 corresponding to (e, p, z), there is an a € w such that

Ve ew (@) (5(p), 2, 0) = (7 % (e,p,2)) )

Therefore using Kleene’s Recursion Theorem 1.20 for recursive spaces, there
is an € € w such that:

(I)ggxw W (gong (p),Z) _ q)g)gxw XW,w (g(p),z,é) = Jw(T * (é7p72))

Therefore, if Player 2 starts playing with € they can win against 7, and hence
7 is not a winning strategy. ¢

Thus, using the claims at the beginning of the proof, it follows that g is
o-continuous. ]

Finally using the Borel determinacy, we can prove the following weak version
of the Solecki Dichotomy:

Theorem 3.33. Given X, ) recursive spaces such that py has Borel domain
and g : X — Y Borel function, then either g is o-continuous or J, <, g.

Proof. We play the game Gj;(J,,g). By Borel determinacy, either Player 1
or Player 2 has a winning strategy. Therefore, we have two cases:

Player 1 wins then, by Lemma 3.32, g is o-continuous.

Player 2 wins then, by Lemma 3.30, J, <y g. ]

Clearly, under the Axiom of Determinacy AD, this result generalizes to all
recursive spaces and functions.
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What about recursively presented Polish spaces?

The careful reader, will notice that we initially stated the theorem for recur-
sively presented Polish spaces and, moreover, we never mentioned the use
of the Axiom of Determinacy. So where is the trick? The fact that gives us
the statement for recursively presented Polish spaces is that, given such a
space X, the domain of the admissible representation py : w* — X is Borel.
Indeed, it is X1 since:

dom(py) ={bew” |y e X(Vnew(ye V¥ < Ijew(n=>b(,))))}
Moreover we can consider also the TT7 set:
dom(py) ={bew” |Vye X[View(ye %ﬁ)) = Vnew(yeVy < Fjew(n=>0(4)))]A
Vn ewdm ew(S(b(m),b(n)))A
Vn ewVm ewdp e w(R(b(m),b(n),b(p)))A

VEk ewVYnewdmew(m>naq((m);) <27%)}

Where (gn )new is the fixed effective enumeration of Q*, R is the semirecursive
predicate that makes X basic and S is the semirecursive predicate that makes
X recursively regular (together with 7"). Thus, as w® is Polish, it suffices to
prove that dom(py) = dom(px) and hence dom(py) € Al(w”) = Bor(w®).
Towards this direction, we first give some remarks on the added conditions.
The first is that they are not restrictive if b € w*” is a name for y € X.

Lemma 3.34. Given X recursive space and b € w* py-name of y € X (that
is Vn ew(y € V¥ < neran(b))), then the followings hold:

A. Vnewdmew(S(b(m),b(n)))
B. VnewVmewdpew(R(b(m),b(n),b(p)))

Moreover, if X is also a recursively presented metric space holds:

VEk ewV¥n ewdmew(m>nnaq((m);)<27F)

Proof. A. For every n € w then y € Vb)((n), thus by the first condition of
recursively regular space:

Jiy € Vi¥ A S(,b(n)))
and Im € w(i = b(m)) because b is a name of y.

X X X
B. For every n € w we have y € Vb(n), thus y « Vb(n) n Vb(m) and by
definition of basic space:

Ji(y € V;¥ A R(b(m),b(n), 1))
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hence we conclude as in the previous point.

Finally, the last part follows because a py-name enumerate all the balls
centered in any points of the dense set enumerated by r and with radius any
positive rationals. ]

Moreover, these conditions guarantee the non-emptiness of the condition
View(ye 1/2;’(‘;)) as showed by the following lemmas:

Lemma 3.35. Given X recursive space and b € w* such that Vn € wim €
w(S(b(m),b(n))) then
X X
Q Vieiy = Q Vi)

where VjX is the closure of the VjX in the effective basis.

Proof. One inclusion is clear, for the other consider y € N;ey, Xz)ﬁ). By our
assumptions Vn € wIm € w(S(b(m),b(n))), thus by the second condition in
the definition of recursively regular space we have that fixed any n € w there
. X X - x

is an m € w such that y e Vo € Viir ). Hence Vie w(y e Vb(z‘))' O]
Lemma 3.36. Given X recursively presented Polish space and b € w* such
that

o VnewVYmewdpew(R(b(m),b(n),b(p)))

o VkewVnewdmew(m=naqg((m)y)<27%)

then [ f/;f(\;) + .

1ew

Proof. By our construction, since we consider balls with positive radius, we
have that each element of the effective basis V}f((n is non-empty.

To prove the non-emptiness of the intersection we will use the Cantor In-
tersection Lemma hence, since such family contains sets of arbitrarily small
diameter, we only need to prove that: Vn ew (mign 1717/5) # @).

We prove by induction something more: for every n € w and subset of
B cran(b) of cardinality n + 1 the intersection ranging over this set of balls
in the effective basis is non-empty. The base case is obvious, thus we sup-
pose that the result holds for all subset of cardinality n and prove it for all
B of cardinality n + 1.

We consider b(i),b(j) € B, by our assumptions:

3p € w(R(b(4),0(4),b(p)))

thus Vb)((p) c Vb)((i) N Vb)((j) and bep) # @. Hence we consider the set B’ = (B~
{b(i),b(7)})u{b(p)} of cardinality n and we apply the inductive hypothesis

on it. Thus the thesis follows because @ # Ny(;)epr Vb“(‘fi) € Ma(i)eB Vb)((z.). O
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Remark 3.37. We point that we used the conditions with S and R (that
make any recursively presented Polish space a recursively regular), instead
of giving directly conditions with the metric because we originally wanted to
prove such result for recursive Polish spaces. However, to apply the Cantor
intersection Lemma, we are forced to use the diameter of the intersection
(that has to decrease to zero) and hence we have to consider metric spaces
and not of metrizable spaces.

Now, we are ready to prove that dom(px) = dom(py).

c: Given b € dom(py), then exists y € MNjew Vb/‘é) and since b is a name
and X is Ty, this y is unique. Hence y is the only value that satisfies
the first condition of dom(py) w.r.t. b. Moreover, as b is a name it
satisfies the other conditions (as shown in Lemma 3.34).

o

Given b e dc;m( px) by the last two lemmas we have that N;c, Vbﬁ.) + .
Therefore, the first condition is not vacuously true, then considered
the y verifying the hypothesis of the first condition we have that b is
a name for it. Thus b € dom(py).

This allows us to state the following weak version of the Solecki Dichotomy:

Theorem 3.38. Given X recursively presented Polish space, ) recursive
space and g : X - Y Borel function, then either g is o-continuous or J,, <4 g.

Remark 3.39 (And for Polish spaces in general?). Similarly to how we did
in the first section of this chapter, considering an oracle € € w* strong enough
to make a Polish space become e-recursively presented Polish space we can
repeat the same proof and obtain the weak form of the Solecki Dichotomy
for every Borel function between Polish spaces.
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